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Abstract— The majority of works in line of sight (LOS) stabilization and tracking using inertially stabilized
platforms (ISP) apply simple linear controllers to achieve the required performance. Commonly, linear models
such as a double integrator with an inertia gain are employed to describe the relationship between torque and
position of the ISP joints. However, these techniques do not provide ideal disturbance rejection or finite-time
convergence, which are desired characteristics for these type of systems in the context of high-accuracy applica-
tions. In this work, we propose a Sliding Mode Control (SMC) strategy for both stabilization and orientation
tracking for a 3-DOF ISP. Full state feedback and output feedback cases are considered. In the latter case, a
High-Order Sliding Mode observer (HOSMO) is proposed for the estimation of the ISP joint velocities. In each
case, two Super Twisting Controllers (STC) are employed in a cascade topology. The inner controller ideally
rejects the dynamic disturbances acting on the ISP joints, reducing the system to an ideal double integrator.
The outer controller ensures orientation tracking in quaternion space, ideally rejecting all remaining kinematic
disturbances. Numerical simulations show the efficiency and performance of the proposed controller and observer.

Keywords— line-of-sight stabilization, inertial platforms, super-twisting control, higher-order sliding modes
observers

1 Introduction

Line-of-sight (LOS) stabilization is a challenging
problem. Inertially stabilized platforms (ISP) are
widely used for payload stabilization and tracking
applications, when a sensor must accurately point
to a target in a dynamic environment. Some ex-
amples are cameras for aerial surveying and en-
tertainment industry (Hurák and Řezáč, 2009),
long-range sensors on vehicles (Debruin, 2008),
military applications (Kazemy et al., 2007) and
thermal cameras for oil spill detection (Skjelten
et al., 2011).

ISPs are motor-driven, gimbaled structures,
usually mounted on a vehicle with a payload fixed
on its last gimbal. Gyroscopes or inertial navi-
gation systems (INS) are employed in the control
loop by either measuring the vehicle motion (indi-
rect stabilization) or directly measuring the pay-
load motion (direct stabilization) (Kennedy and
Kennedy, 2003). The latter is usually recom-
mended for precision pointing applications, since
the sensor location is appropriate for capturing
other effects that can impact the measured angu-
lar rates, such as structure flexibility, resolvers,
tachometer and/or encoder accuracy and proces-
sor sampling rate (Kennedy and Kennedy, 2003).
A possible drawback of this method is the larger
size of the gimbals required to support the larger
payload induced by the weight of the sensors in
the inner gimbal. This drawback is usually absent
in the indirect method.

The typical control topology usually found in
literature is P-PI control. Usually, the inner PI ve-

locity loop has a high bandwidth to stabilize the
payload and attenuate the torque disturbances.
The outer proportional orientation loop operates
at a lower bandwidth and minimizes the pointing
error (Hilkert, 2008), (Masten, 2008), (Kennedy
and Kennedy, 2014). However, in high accuracy
and/or fast dynamics applications, unmodeled ef-
fects may add significant torque contributions,
and simple linear controllers may not suffice for
the required level of performance.

Some works have tackled the problem of LOS
control for ISPs in a more detailed way. In (Abdo
et al., 2013), the effects of kinematic coupling
of the base and gimbal imbalance are analyzed
for a 2-DOF ISP, while (Abdo et al., 2014) pro-
poses a self-tunning PID-type fuzzy controller as
an alternative to PID control used in the ISP in-
ternal stabilization loop. Recently, (Königseder
et al., 2017) used the unit quaternion formal-
ism for attitude stabilization, proposing a con-
trol method based in feedback linearization that
takes partial advantage of the ISP Lagrangian
model. In (Reis et al., 2018), it is shown that even
in the presence of large parameter uncertainties,
a computed-torque plus PID (CTPID) controller
guarantees satisfactory performance.

Modern techniques using Sliding Mode Con-
trol (SMC) are being applied for ISP stabiliza-
tion and tracking. Their attractive characteristics
include: (i) exact rejection of bounded matched
disturbances; (ii) finite-time convergence and (iii)
ease of implementation. For example, in (Mao
et al., 2017), a Non-singular Terminal Sliding
Mode controller (Feng et al., 2002) is used to
achieve finite-time stabilization of an ISP in the



presence of bounded matched disturbances affect-
ing its electromechanical system. To avoid mea-
suring the system state, High-Order Sliding Mode
(HOSM) observers are employed (Levant, 2003).

In this work, a cascade control strategy based
on the super-twisting algorithm (STA) is used to
tackle the problem of ISP stabilization and track-
ing. Two cases are considered: (i) full state feed-
back, where the ISP joint angles and velocities are
measured and (ii) output feedback, where the ISP
joint velocities are estimated using an observer
based on higher-order sliding mode (HOSM) the-
ory. Stability analysis is performed, and numerical
simulations show the efficiency and performance
of the proposed control schemes.

2 ISP Modeling

In this section, a procedure for deriving the kine-
matic and dynamic models of an ISP installed on
a moving base is presented. Let body 0 be the
moving base and bodies 1, 2, 3 be the ISP gim-
bals. Also, if a superscript is omitted, the vector
is written in world frame Ew coordinates.

2.1 Quaternion-Based Kinematics

Let R ∈ SO(3) be a rotation matrix describing
the rotation from an arbitrary frame to another.
Then, R is a diffeomorphism with respect to

the projective space RP3 =
{
‖v‖2 ≤ π | v ∈ R3

}
.

Therefore, each point v ∈ RP3 is a 4-parameter
representation for SO(3) called the angle-axis,
where the unitary vector on the direction of v rep-
resents the rotation axis and ‖v‖ represents the
corresponding rotation angle around that axis.

Remark 1 Note that RP3 covers SO(3) twice,
since any point on it actually represents the same
rotation than the opposite point of the sphere.

This representation can be expressed by v =
{θ, n}, where θ ∈ R is the angle of rotation
around the unit axis vector n ∈ R3, ‖n‖ = 1.
Another non-minimal representation is the unit
quaternion. The set of quaternions H is:

H := {η + iε1 + jε2 + kε3 | η, ε1, ε2, ε3 ∈ R} ,
i2 = j2 = k2 = ijk = −1 . (1)

A quaternion Q ∈ H can also be represented as
the pair Q := {η, ε}, where η = Re(Q) ∈ R
represents the real part of the quaternion and
ε = Im(Q) = [ ε1 ε2 ε3 ]T ∈ R3 represents the
vector part. The quaternion conjugate is given
by Q∗ = {η,−ε}. One can also represent the
quaternion in fully vector form by the notation
Q̄ = [ η ε1 ε2 ε3 ]T ∈ R4.

Quaternions also form an algebraic group with
respect to multiplication. Given two quaternions
Q1 = {η1, ε1} and Q2 = {η2, ε2}, their multiplica-
tion follows the rules established by (1):

Q1 ◦Q2 = {η1η2 − εT1 ε2, η1ε2 + η2ε1 + ε1 × ε2} .
(2)

Quaternion multiplication can also be performed
as a linear transformation in R4, by:

Q1 ◦Q2 = H+(Q1) Q̄2 , (3)

= H−(Q2) Q̄1 , (4)

where H+, H− are Hamilton operators defined by

H±(Q) =
[
Q h±(Q)

]
, h±(Q) =

[
−εT

η I3 ± ε̂

]
(5)

The square of the quaternion norm is defined as
the scalar

‖Q‖2 = Q ◦Q∗ = {η2 + εTε, 0} , (6)

and its inverse is the quaternion Q−1 such that
Q ◦ Q−1 = IQ = {1, 0}, the unitary quaternion.

The set of unit quaternions H∗ = {Q ∈ R :
‖Q‖ = 1} can be used as a parametrization for
orientation in the following way. For an element
p = {θ, n} ∈ RP, define:

Q =

{
cos

(
θ

2

)
, sin

(
θ

2

)
n

}
∈ H∗ . (7)

Remark 2 The inverse of an unit quaternion is
given by Q−1 = Q∗, which according to (7), cor-
responds to the opposite rotation due to negative
direction of the rotation axis n.

Let r0, r1, ..., rn ∈ H∗ be the n absolute rota-
tions between frames E0,E1, ...,En and the world
frame Ew, and rii+1 ∈ H∗ (i = 1, 2, ..., n− 1) rep-
resent the rotations from frame Ei to Ei+1. Since
the unit quaternions form a group with respect to
multiplication, then

rn = r1 ◦ r1
2 ◦ ... ◦ rn−1

n ∈ H∗ . (8)

Now, define the set of pure quaternions Hp =
{v ∈ H : Re(v) = 0}. Note that any vector from
R3 can be represented as the vector part of a cor-
responding element v ∈ Hp. Let vi and vj ∈Hp be
representations for a vector ~v in frames Ei and Ej ,
respectively, and rij represents the rotation from

Ei to Ej , with unitary axis nij ∈ R3 and rotation
angle θij . Then, the following relation holds:

vi = (rij) ◦ vj ◦ (rij)
∗ = Adrij

[
vj
]
, (9)

where Adrij [∗] is the adjoint operator. Note that,

in vector algebra, Adrij represents the correspond-

ing rotation matrix Rij ∈ SO(3) associated to the



unit quaternion rij ∈ H∗. In terms of the compo-

nents of rij , this matrix is given by

Rij = N i
j + sij S(nij) + cij (I3 −N i

j) (10)

where N i
j = nij(n

i
j)

T and sij and cij are the sine
and cosine functions of θij . The rotation matrix
corresponding to an absolute rotation ri ∈ H∗ is
written with only one subscript, as Ri ∈ SO(3).

Now, let ~vi and ~ωi be the physical linear and
angular velocities of Ei. They are represented by
vii ∈ R3 and ωii ∈ R3 when written in its own body
frame. Let ri = {ηi, εi} ∈ H∗ be the absolute
rotation of Ei. The time-derivative of ri can be
related to ωii by

ṙi =

[
η̇i
ε̇i

]
=

1

2
h+(ri)ω

i
i , (11)

which is known as the quaternion propagation for-
mula (Vilhena Adorno, 2017).

The vector V ii = [ (vii)
T (ωii)

T ]T ∈ R6 is the
body velocity twist associated to Ei. Two body ve-
locity twists associated to different frames Ei, Ej
located in the same rigid-body are related through
the constant adjoint map Adgij ∈ R6×6:

V ii = AdgijV
j
j , Adgij =

[
Rij S(piij)Rij
0 Rij

]
,

(12)
where S(∗) ∈ so(3) is the cross-product operator.

Now, recall that ωii can be written as the sum
ωii = ωi0 + ωi0,i and can be expressed in terms of

q , q̇ ∈ R3 by means of the angular body link Jaco-
bian J i0i(q,Πg) ∈ R3×3 as ωi0,i = J i0i(q,Πg) q̇:

ωii = J i0i(q,Πg) q̇ + ωi0 , (13)

where Πg is the vector of geometric parameters of
the ISP, containing combinations of components
of the axes and distance vectors of each link frame.
Note that the body link Jacobian J i0i(q,Πg) can be
computed numerically using iterative algorithms.

These kinematic relations can be used to de-
scribe the dependance among vehicle, ISP and
camera motion by applying the group operation
of H∗, equation (13) and its time-derivative, with
the camera frame Ec, yielding

rc = r0 ◦ r0
c (q,Πg) , (14)

ωcc = Jc0c(q,Πg) q̇ + ωc0 , (15)

ω̇cc = Jc0c(q,Πg) q̈ + J̇c0c(q, q̇,Πg) q̇ + ω̇c0 . (16)

An important algebraic property is the linear-
ity of (15) with respect to the geometric parame-
ters (Siciliano et al., 2009):

ωcc = Wω(q, q̇, ωc0) Πg . (17)

where Wω ∈ R3×Ng is a kinematic regressor.

2.2 Dynamic Equations

In (From et al., 2014), it is shown that the equa-
tions of motion for a vehicle-manipulator system
(VMS) with respect to the vehicle frame E0 can
be written as:

Mqq q̈+Cqq q̇+Gq+MqV V̇
0
0 +CqV V

0
0 = τq , (18)

where τq ∈ Rn is the vector of general-
ized forces acting on the robot joints, col-
located with q̇. Matrices Mqq(q,Πg,Πd) ∈
R3×3 and MqV (q,Πg,Πd) ∈ R3×6 are mass
matrices, Cqq(q, q̇, V

0
0 ,Πg,Πd) ∈ R3×3 and

CqV (q, q̇, V 0
0 ,Πg,Πd) ∈ R3×6 are Coriolis matrices

and Gq(q, r0,Πg,Πd) ∈ R3 is the gravity vector.
Since an ISP composed of rigid links installed on
a moving base is a VMS, its dynamic model is
identical to (18).

It is worth mentioning that, in a similar way
than in (17), (18) is also linear with respect to the
dynamic parameters (Siciliano et al., 2009):

Yq(q, q̇, q̈, r0, V
0
0 , V̇

0
0 , g,Πg) Πd = τq , (19)

where Yq ∈ R3×Nd is a dynamic regressor.

It is worth mentioning that the ISP dynam-
ics (18) and some of its individual terms can be
computed iteratively by means of a computation-
ally efficient algorithm known as the Newton Euler
method (Siciliano et al., 2009).

3 Problem Formulation

Consider a ISP on a moving base (vehicle) with
dynamics given by (18), rewritten here as:

Mqq q̈ + τd = u , (20)

where u(t) = τq is the control signal and τd =

Cqq q̇+Gq +MqV V̇
b
0b+CqV V

b
0b is a nonlinear dis-

turbance. Given an orientation reference rcd(t) ∈
H∗ and an angular velocity reference ωccd(t) ∈ R3

for the camera, the control objective is to find
a control law u(t) that ensures that the camera
quaternion and angular velocity errors

ec = r∗c ◦ rcd(t) , (21)

eω = ωccd(t)− ωcc , (22)

converge to their respective zero elements IQ and
0, respectively, despite of the system disturbances.
Note that when rc = rcd(t), the orientation error
(21) is the unit quaternion IQ.

The desired camera orientation is

Rcd =
[
xcd ycd zcd

]
∈ SO(3) . (23)

Let Et be the target frame with given position pt,
velocity ṗt, and acceleration p̈t. Define

pct = pt − pc =
[
xct yct zct

]T
,



where pc ∈ R3 is the camera inertial position.
Some conditions must be applied to find the ex-
pression for Rcd that ensures the correct LOS.
They can be expressed in terms of two constraints:

(i) xcd = pct
‖pct‖ (pointing condition),

(ii) ycd = z0×pct
‖z0×pct‖ (zero roll condition).

With these two constraints, the last column of
Rcd can be computed simply as zcd = xcd × ycd .
Then, the mapping from Rcd ∈ SO(3) to rcd ∈ H∗
is relatively straightforward and can be found in
(Siciliano et al., 2009), for example.

For mobile target tracking, the angular veloc-
ity and acceleration references for the camera are

S(ωccd) = RT
cd
Ṙcd , (24)

S(ω̇ccd) = ṘT
cd
Ṙcd +RT

cd
R̈cd , (25)

where Ṙcd , R̈cd can be computed from the time
derivatives of xcd , ycd , and zcd , which are depen-
dent on ṗct and p̈ct.

Remark 3 In fact, ωccd ∈ R3 is linear with re-
spect to ṗct ∈ R3:

ωccd = Z(pct) ṗct , Z(pct) ∈ R3×3 . (26)

4 Super-Twisting Control with
Quaternion Feedback

In this section, a second-order sliding mode
(SOSM) controller based on super-twisting algo-
rithm (STA) will be developed for the stabilization
and tracking of the ISP. Two cases are considered:
super-twisting control (STC) with full state feed-
back and with output feedback only.

The dynamic model (20) can be rewritten as

ẋ1 = x2 ,

ẋ2 = M−1
qq (x1,Π) τq + x3(x1, x2,Π, t) , (27)

where the states x1 = q, x2 = q̇ are the ISP joint
angles and velocities and x3 = −M−1

qq (x1) τd is a
state-dependent disturbance.

Remark 4 Note that, under assumption of
torque control u(t) = τq, state-space model (27)
is a double-integrator with a nonlinear high-
frequency gain and a matched disturbance x3.

Now, in a similar way than in (27), (11) and
(16) can be rewritten as

ẏ1 = 0.5h+(y1) y2 ,

ẏ2 = Jc0c(x1,Πg) ẋ2 + y3(x1, x2,Πg, t) . (28)

where the state yT1 = rTc =
[
y11 yT12

]
is the vector

representation of the camera orientation rc ∈ H∗,

with y11 = ηc and y12 = εc being the scalar and
vector components. State y2 = ωcc is the camera
body angular velocity, while y3 = J̇c0c q̇ + ω̇c0 is
another state-dependent disturbance. Given the
references rcd(t) ∈ H∗ and ωccd(t) ∈ R3 for the

camera, rTcd(t) = yT1d
(t) =

[
y11d

(t) yT12d
(t)
]

and
ωccd(t) = y2d

(t).

Remark 5 Note that the state-space model (28)
is a double integrator with a nonlinear high-
frequency gain and a matched disturbance y3 with
respect to a control input ẋ2.

This structure strongly suggests the use of a
cascade controller for both stabilization and track-
ing. An inner controller acts on u(t) in (27) to
control ẋ2, providing dynamic stabilization for the
system, while an outer tracking controller acts on
ẋ2 in (28), controlling the camera orientation y1.

4.1 Super-Twisting Control with Full State Feed-
back

Suppose that both ISP states x1 and x2 are avail-
able. The following theorem provides an stabil-
ity analysis for the proposed sliding mode cascade
controller.

Theorem 1 (Cascade STC with Full State Feedback)
Let (27) and (28) be the system dynamic and
kinematic models. Assume the following:

(i) the body Jacobian Jc0c ∈ R3×3 is full-rank;

(ii) q̇ and q̈ are uniformly norm-bounded;

(iii) V 0
0 , V̇ 0

0 and V̈ 0
0 are uniformly norm-bounded.

Define the super-twisting control expression

St(s,A,B) = Abse1/2 +B

∫ t

0

sgn(s)dτ ,

with A,B > 0 and operator bseα: Rn → Rn, with
its elements given by ‖si‖α sgn(si), where si ∈ R
is the i-th element of s ∈ Rn and α ∈ R.

The outer sliding surface is

sy = eω +Kc Im(ec) , Kc > 0 , (29)

where Kc > 0. The outer control law w(t) ∈ R3 is
implicitly given by

Ĵc0c w(t) = ẏ2d
+Kc ψ+St(sy,Λ3,Λ4) , (30)

where Ĵc0c = Jc0c(x1, Π̂g) and ψ is a function of y1,
y2 and rcd . The inner sliding surface is defined as

sx = x2 −
∫ t

0

w(τ) dτ , (31)



and the inner control law is given by

u(t) = M̂qq (w(t)− St(sx,Λ1,Λ2)) , (32)

where M̂qq = Mqq(x1, Π̂g, Π̂d). Then, control laws
(30) and (32) ensure finite-time exact convergence
of the sliding variables sx and sy as defined in
(29) and (31). Furthermore, the quaternion and
angular velocity errors ec, eω are asymptotically
stable under the dynamics of sy = 0.

Proof: Using (27) and the torque control assump-
tion, the dynamics of the sliding variable sx is

ṡx = ẋ2 − w(t) = M−1
qq u(t) + x3 − w(t) . (33)

Substituting the control law (32) into (33), it be-
comes

ṡx=−(I3−M−1
qq ∆Mqq)St(sx,Λ1,Λ2) + x3 (34)

where ∆Mqq=Mqq−M̂qq. Using (19), ∆Mqq St =

Y ∗q Π̃d + ∆Y ∗q Π̂d, with ∆Y ∗q = Y ∗q − Ŷ ∗q , where
Y ∗q = Yq(x1, 0, St(sx,Λ1,Λ2), 0, 0, 0, 0,Πg) and

Ŷ ∗q = Yq(x1, 0, St(sx,Λ1,Λ2), 0, 0, 0, 0, Π̂g). Then,
it is possible to rewrite (34) as

ṡx = −Λ1 bsxe1/2 + wx ,

ẇx = −Λ2 bsxe0 + dx , (35)

where dx = ∇(M−1
qq Y ∗q ) Π̃d +∇(M−1

qq ∆Y ∗q ) Π̂d +
ẋ3 is clearly dependent on the base motion and on
the errors on the geometric and dynamic parame-
ters. Here, the operator ∇ denotes time differen-
tiation.

Note that (35) is STA, which is finite-time sta-
ble for bounded disturbances. It is evident that, if
the nominal parameters are known, system (34) is
only perturbed by dx ≈ ẋ3. Due to Assumptions
(ii) and (iii), the following inequalities hold:∥∥∥∇(M−1

qq Y ∗q ) Π̃d

∥∥∥ < Lx1
, (36)∥∥∥∇(M−1

qq ∆Y ∗q ) Π̂d

∥∥∥ < Lx2
, (37)

‖ẋ3‖ < Lx3
. (38)

Then, ‖dx‖ < Lx1
+Lx2

+Lx3
, and according

to (Moreno and Osorio, 2012), it is possible to
chose Λ1 and Λ2 so that (35) achieves SOSM in
finite-time. It means that after a finite time T1 >
0, sx = ṡx = 0 and due to (33), ẋ2 = w(t) ∀t > T1,
even in the presence of the bounded disturbance
dx.

Next, using (28), (21) and (22), the dynamics
of the outer sliding variable (29) is given by

ṡy = ẏ2d
− Jc0c(x1) ẋ2 − y3 +Kc ψ , (39)

where ψ(y1, y2, rcd) = y11 ẏ12d
− 0.5 yT12 y2 y12d

−
ẏ11d

y12 − ˙̂y12d
y12 − 0.5 y11d

(y11 I3 − ŷ12) y2 −
0.5 ŷ12d

(y11 I3 − ŷ12) y2, with ẏ1d
= h−(y1) y2d

.

Since ẋ2 = ṡx + w(t), substituting (30) into
(39) and using Assumption (i) yields

ṡy = −Λ3 bsye1/2 + wy ,

ẇy = −Λ4 bsye0 + dy , (40)

where dy = −ẏ3 − ∇(Jc0c ṡx) − ∇(W ∗ω)Π̃g, with
W ∗ω = Wω(x1, w(t), 0), according to (17). Again,
due to Assumptions (ii) and (iii):

‖∇(Jc0c ṡx)‖ < Ly1 , (41)∥∥∥∇(W ∗ω)Π̃g

∥∥∥ < Ly2 , (42)

‖ẏ3‖ < Ly3 . (43)

Note that (41) is true because s̈x is bounded, but
constant Ly1 clearly depends on the initial condi-
tions of (27). Also, in (42), ∇(W ∗ω) depends on x1,
x2, w(t) and ẇ(t), which are also bounded. Then,
‖dy‖ < Ly1 +Ly2 +Ly3 , again guaranteeing finite-
time stabilization of (40) after a time T2 > 0. It
means that for all t ≥ T2, the system is sliding
and therefore, it follows the nonlinear dynamics
of the sliding variable (29), which is asymptot-
ically stable (Siciliano et al., 2009). Therefore,
the quaternion errors (21) and (22) tend to zero
asymptotically after a time max(T1, T2).

2

4.2 Super-Twisting Control with HOSM Ob-
server

If state x2 ∈ R3 is not available, an observer
could be used to estimate the joint velocity state
x2(t) using the measurements of x1(t). Because of
its desired characteristics such as finite-time ex-
act convergence, sliding mode observers could be
used for this purpose, such as the super-twisting
observer (STO) (Moreno and Osorio, 2012). How-
ever, according to (Chalanga et al., 2016), it is not
possible to achieve second order sliding (s = ṡ =
0) using continuous control when STC is imple-
mented based on ST observers. A proposed solu-
tion is to use STC with HOSM-based observers to
achieve continuous control.

Theorem 2 (Cascade STC with Output Feedback)
Let (27) and (28) be the system dynamic and
kinematic models.

Defining the estimation error ex1
= x1 − x̂1,

the HOSM observer for x2 is the third-order sys-
tem

˙̂x1 = K1 bex1
e2/3 + x̂2 ,

˙̂x2 = K2 bex1e1/3 + x̂3 + M̂−1
qq u ,

˙̂x3 = K3 bex1
e0 , (44)

where K1, K2 and K3 are positive-definite ma-
trices. The outer sliding variable and control law



are defined in the same way as (29) and (30). The
modified inner sliding variable is

ŝx = x̂2 −
∫ t

0

w(τ) dτ , (45)

and the corresponding inner control law is

u(t)=M̂qq

(
w(t)−K2 bex1

e1/3−St(ŝx,Λ1,Λ2)
)
.

(46)
Then, under the same assumptions of Theorem
1, control laws (46) and (30) with observer (44)
ensure finite-time exact convergence of the sliding
variables sx and sy as defined in (45) and (29),
and of the estimation errors ex1

, ex2
= x2−x̂2 and

ex3 = x3 − x̂3. Furthermore, the quaternion and
angular velocity errors ec, eω are asymptotically
stable under the dynamics of sy = 0.

Proof: Using (27) and (44), the dynamics of the
estimation errors is

ėx1
= −K1 bex1

e2/3 + ex2
,

ėx2
= −K2 bex1

e1/3 + ex3
+ (M−1

qq − M̂−1
qq )u ,

ėx3 = −K3 bex1e0 + ẋ3 . (47)

By using transformation ex4 = ex3 + (M−1
qq −

M̂−1
qq )u, it is possible to rewrite (47) as

ėx1 = −K1 bex1e2/3 + ex2 ,

ėx2
= −K2 bex1

e1/3 + ex4
,

ėx4 = −K3 bex1e0 + de , (48)

where de = ẋ3 + (M−1
qq − M̂−1

qq ) u̇ + ∇(M−1
qq −

M̂−1
qq )u. Due to Assumption (ii) and (46), two

constants Le1 , Le2 > 0 exist, such that:∥∥∥(M−1
qq − M̂−1

qq ) u̇
∥∥∥ < Le1 , (49)∥∥∥∇(M−1

qq − M̂−1
qq )u

∥∥∥ < Le2 . (50)

Also, by Assumption (iii), ‖ẋ3‖ < Lx3
also holds.

Then, ‖de‖ < Le1 + Le2 + Lx3 , and therefore the
disturbance de is norm-bounded. According to
(Moreno, 2012), it is possible to chose K1, K2 and
K3 so that the states on (48) are finite-time stable.

Remark 6 Since M−1
qq − M̂−1

qq 6= 0 due to para-
metric uncertainty, the estimation error ex3 is ex-
pected to be norm-bounded only. Therefore, x3 =
x̂3 + β(Π̃), where β(Π̃) is a small residue depen-
dent on the parametric uncertainty.

The dynamics of the modified sliding variable
is given by

˙̂sx = K2 bex1
e1/3 + x̂3 + M̂−1

qq u(t)− w(t) . (51)

Using the continuous control law (46), yields:

˙̂sx = −Λ1 bŝxe1/2 + ŵx ,

˙̂wx = −Λ2 bŝxe0 +K3bex1
e0 . (52)

Since the disturbance K3bex1
e0 is obviously norm-

bounded, the STA (52) is finite-time stable.
Therefore, after a finite time T̄1 > 0, ẋ2 = w(t).

To prove the stability of the outer controller,
a similar procedure is performed. Since ẋ2 = ˙̂sx+
ėx2 + w(t), substituting (30) into (39) and using
Assumption (i) yields

ṡy = −Λ3 bsye1/2 + wy ,

ẇy = −Λ4 bsye0 + d̄y , (53)

with d̄y=−ẏ3−∇(Jc0c
˙̂sx)+∇(Jc0cėx2

)−∇(W ∗ω)Π̃g.
Again, due to Assumptions (ii) and (iii), (48) and
(52), two positive constants L̄y1 , L̄y2 exist, such
that ∥∥∥∇(Jc0c

˙̂sx)
∥∥∥ < L̄y1 , (54)

‖∇(Jc0cėx2)‖ < L̄y2 . (55)

Then,
∥∥d̄y∥∥ < L̄y1 + L̄y2 + Ly2 + Ly3 , again guar-

anteeing finite-time stabilization of (53) after a
time T̄2 > 0. Therefore, the quaternion errors
(21) and (22) tend to zero asymptotically after a
time max(T̄1, T̄2).

2

5 Simulation Results

MATLAB Simulinkr models were implemented
for the simulation of the dynamic model of a 3-
DOF ISP installed on a vessel and the proposed
control strategies.

Remark 7 The presented control methods can be
applied to any kind of vehicle or moving base
where the ISP is installed, since the quaternion
formalism does not suffer from representation sin-
gularities and the base dynamics (velocities and
accelerations) only affect the overall magnitude of
the gains.

Joint friction torques were simulated as the
sum of Stribeck, Coulomb and viscous friction
components, and a saturation of ±12.2Nm in
each joint motor was considered. The joint en-
coders and the INS were modeled considering
hardware effects such as resolution, bias and noise,
and the base motion data were obtained from the
simulation of a vessel subject to Jonswap spec-
trum waves with 200 harmonics, 3m height, 10s
time period, and acting on the longitudinal axis
of the vessel.

Table 1 contains the kinematic and dynamic
parameters used in the simulations. The real joint
axis are considered as h0

1 =z0, h1
2 =y0 and h2

3 =x0.

Also, we have p3
3c =

[
0.555 0 0.014

]T
, and the

inertia tensor represented in Ei can be computed



Table 1: Kinematic and dynamic model parame-
ters, in SI units.

Parameter
i = 1 i = 2 i = 3

x y z x y z x y z

pi
īi

0.006 0.023 0.326 -0.094 0.006 0.059 0.336 0.006 -0.023

pi−1
i−1 ,i 0.3 0 0 0 0 0.436 -0.254 0 0

I ī
ī

2.42 0.58 1.93 1.12 0.92 0.88 0.54 0.93 0.86

mi 18.9 21 26.5

from the Huygens-Steiner theorem as Iii = I ī
ī
−

mi (p̂i
īi

)2.

The values for the nominal parameters used in
control were set as the real values in Table 1 with a
percentage of error. The gains for both state and
output feedback controllers were set as Λ1 = Λ2 =
5 I3, Λ3 = Λ4 = 10 I3, and the HOSMO gains were
chosen as K1 = K2 = K3 = 10. These values
are sufficient to overcome the magnitude of the
disturbances and small enough to avoid chattering
effects.

The target point inertial reference pt is a cir-
cular pattern on the XY plane, expressed by

pt =

 ptx +R (sin(ωt) + sin(4ωt))
pty +R (cos(ωt) + cos(4ωt))

ptz

 , (56)

with ptx = 0, pty = 100, radius R = 25 and an-
gular frequency ω = 0.0628 rad/s. The references
y1d

, y2d
and ẏ2d

were obtained from (23), (24) and
(25), respectively.

5.1 Full State Feedback STC

Figure 1 shows the transient and steady-state re-
sponse of the state feedback STC in terms of RPY
errors for the case of 50% of parametric error and
5◦ degrees of axis misalignment in the computa-
tion of the Jacobian matrix. Both stabilization
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Figure 1: Response for state feedback STC con-
troller with 50% of parametric error and 5◦ de-
grees of axis misalignment.

and tracking controllers achieve SOSM in less than
2 s, with sliding accuracy on sx and sy approxi-
mately equal to 10−5. The RPY jitter converges
to a small region of 0.03◦ in approximately 10 s
due to the chosen dynamics for the outer sliding
surface.

5.2 Output Feedback STC + HOSMO

Figure 2 shows the transient and steady-state re-
sponse of the of the output feedback STC, in the
same conditions as before. The transient and per-
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Figure 2: Response for output feedback STC con-
troller with 50% of parametric error and 5◦ de-
grees of axis misalignment.

formance remains practically the same, with a
very small increase in the RPY jitter and in the
control chattering. This is due to the presence of
the term dependent multiplying K2 in (46).

Figure 3 shows the HOSMO estimation er-
rors of the output feedback STC scheme. Note
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Figure 3: HOSMO estimation errors for output
feedback STC controller with 50% of parametric
error.

that finite-time convergence is achieved in approx-
imately 1.2 s, even in the presence of sensor noise
and 50% of parametric error in M̂qq used in (44).



6 Conclusion

Although both control algorithms use the ISP
mass matrix and its geometrical Jacobian, the
obtained tracking accuracy is much better than
with P-PI or computed torque control (Reis et al.,
2018), even in the presence of strong parametric
uncertainty and sensor noise. Besides, consider-
ing the amplitude and frequency of the control
chattering, it is reasonable to conclude that this
scheme could be implemented in a real system.

In general, the performance of the output
feedback STC is very close to the full state feed-
back STC, but with the clear advantage of avoid-
ing taking joint velocity measurements.
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