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Abstract— System identification is an important area of science, which aims to describe the characteristics
of the system, representing them by mathematical models. Since many of these models can be seen as recursive
functions, it is extremely important to control the errors in these functions, because small errors introduced in
each computational step can grow exponentially due to the sensitivity to initial conditions present in this type
of functions. One of the ways to control rounding and truncation errors is through interval arithmetic, since
it is not possible to represent all numbers in the computer because of the finite representation in them. Thus,
in arithmetic interval a number is represented by an interval in which the true number is within that interval.
In this manuscript we developed an algorithm that performs the operations of interval arithmetic using basic
functions. We have compared compared our results with the Matlab-toolbox Intlab. Numerical experiments have
shown that our method is superior producing narrower intervals.
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Resumo— Identificação de sistemas é uma área importante da ciência, tendo como objetivo descrever as
caracteŕısticas do sistema, representando-as por equações matemáticas. Como muitas dessas equações podem
ser vistas como funções recursivas, é de extrema importância controlar os erros nessas funções, já que pequenos
erros introduzidos a cada passo computacional pode crescer exponencialmente devido a sensibilidade a condições
iniciais presente nessas funções. Uma das formas de controlar erros de arredondamento e truncamento é através
da aritmética intervalar, uma vez que não é posśıvel representar todos os números no computador devido à
representação finita dos mesmos. Então, na aritmética intervalar, um número é representado por um intervalo
em que o verdadeiro número se encontra nesse intervalo. Foi desenvolvido um algoritmo que realiza as operações
da aritmética intervalar a partir de funções básicas do Matlab. Os resultados foram comparados com o toolbox
do Matlab, Intlab. Experimentos numéricos mostraram que os intervalos obtidos pelo nosso métodos são menores
do que aqueles obtidos no Intlab.

Palavras-chave— Sistemas Dinâmicos, Propagação de erros, Análise Intervalar, toolbox Intlab.

1 Introduction

System identification plays a fundamental role in
the estimation of mathematical models from data
(Ljung, 1998). The estimated models can then
be used to analyse input-output relationships, to
simulate the system in various situations and for
controller design (Barbosa et al., 2015).

Some models can be seen as recursive func-
tions in particular non-linear systems (Ferreira
et al., 2006). Recursive functions are widely used
to solve problems and systems, as these func-
tions provide a description for a variety of prob-
lems (Feigenbaum, 1978). The computational
simulations of these systems are subject to er-
rors. To illustrate the error propagation, let us
evaluate two natural interval extensions for the
Sine Map, identified by the NARMAX model,
the first is given by f(xn) = 2.6868xn − 0.2462x3

n,
and the second by its natural extension
g(xn) = 2.6868xn − (0.2462xn)x2

n, with x0 = 0.1.
The result obtained is shown in Figure 1.
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Figure 1: Simulation of Sine Map, with x0 = 0.1
for two different natural extensions, (-x-) for f(xn)
and (-o-) for g(xn).

Clearly, the two trajectories are completely
different after 50 iterations. As can be seen by



means of Figure 1 the propagation of rounding er-
rors may lead to wrong results, even for a very sim-
ple system. A good analysis of the errors arising
in numerical calculations can contribute to iden-
tify the reliability of calculated results, avoid er-
ror risks and improve the accuracy of calculations
(Nepomuceno, 2014; Qun, 2012).

The use of interval arithmetic (Moore, 1979)
has been considered as an efficient method to
deal with numerical errors. The idea is that in-
stead of using a single floating-point value to rep-
resent a number, which would result in an er-
ror if the number is not representative on the
machine, the value is exposed by lower and up-
per bounds, which define a representable range in
the machine (IEEE Standard for Interval Arith-
metic, 2015). In general, little attention has been
given to the propagation of error in the area of sys-
tem identification. Some works related to this sub-
ject was (Nepomuceno and Martins, 2016; Guedes
et al., 2017). However, in these works the er-
ror is investigated when using different extensions.
Nepomuceno and Martins (2016) developed the
lower bound error, a practical tool capable of in-
creasing the reliability of the computational sim-
ulation of dynamic systems, this lower bound er-
ror is specified on basis of two natural extensions.
Guedes et al. (2017) refined the lower bound error,
which case it is determined for an arbitrary num-
ber of natural extensions. Peixoto et al. (2017)
proposed a system identification process focusing
on estimation of NARMAX models parameters us-
ing the contribution of interval arithmetic with the
Intlab toolbox.

The main purpose of this paper is to present
an interval bounds using rounding downwards and
upwards, considering the rules of interval arith-
metic and basic functions in Matlab. The method
has been applied to Logistic Map (May, 1976),
the NAR model of the Sine Map (Nepomuceno
et al., 2003), and the ARX model of flexible trans-
mission system (Landau et al., 1995). To validate
the proposed method, the results obtained were
compared with the Intlab toolbox.

The rest of the paper is organized as follows.
In Section 2 we recall some preliminary concepts
recursive functions and interval arithmetic. Then,
in Section 3, we present the developed method.
Section 4 is devoted to present the results, then
the final remarks are given in Section 5.

2 Preliminary concepts

2.1 NARMAX polynomial

The NARMAX (Non-linear AutoRegressive Mov-
ing Average model with eXogenous inputs) model
may describe nonlinear systems using difference
equations, relating output with linear and nonlin-
ear combinations of past inputs and outputs and

can be written as (Chen and Billings, 1989)

y(k) = F l[y(k − 1), · · · ,y(k − ny),

u(k − 1), · · · , u(k − nu), (1)

e(k − 1), · · · , e(k − ne)] + e(k),

where y(k), u(k) e e(k) are, respectively, the out-
put, the input and the noise terms at the discrete
time k ∈ N. The parameters ny, nu e ne are their
maximum lag. And F ` is assumed to be a poly-
nomial with nonlinearity degree `.

2.2 Recursive functions

In recursive functions is possible to calculate the
state xn+1, at a given time, from an earlier state
xn

xn+1 = f(xn), (2)

where f is a recursive function and xn is a func-
tion state at the discrete time n. Given an initial
condition x0, successive applications of the func-
tion f it is possible to know the sequence {xn}.
The initial condition x0 is called the orbit of x0
(Gilmore and Lefranc, 2012).

2.3 Interval Arithmetic

Moore (1979) proposed the concept of interval
arithmetic, based on the extension of the concept
of real numbers to a range of real numbers.

The aim of Moore was to develop a set of
techniques capable of producing reliable results,
considering rounding errors in the numerical cal-
culation.

An interval X is denoted as [X,X], i.e.
X = {x : X ≤ x ≤ X}, where X and X,
respectively, the lower and upper limit of the inter-
val X. In a degenerated interval, we have X = X
and such an interval amounts to a real number
x = X = X.

For a given interval X = [X,X], its width
is defined by ω(X) =( X - X) and its centre is
m(X) = 1

2 (X +X) (Rothwell and Cloud, 2012).
Interval arithmetic provides a method for ap-

plying the elementary operations of conventional
arithmetic so that the result of the interval in-
cludes all possible results. Given X = [X,X] and
Y = [Y ,Y ], the basic interval operations are de-
fined by:

X + Y = [X + Y ,X + Y ], (3)

X − Y = [X − Y ,X − Y ], (4)

X · Y = [min (S),max (S)], (5)

where S = {XY ,XY ,XY ,XY }. If 0 does not
belong to Y, then X/Y is given by

X/Y = X · (1/Y ) (6)

onde 1/Y = [1/Y ,1/Y ].



2.4 Intlab

Intlab is a toolbox for Matlab that supports real
and complex intervals, vectors and matrices. The
toolbox was developed so that the computer arith-
metic satisfies the IEEE 754 arithmetic standard
(IEEE standard for binary floating-point arith-
metic, 1985) and, that a permanent switch of the
rounding mode is possible. Arithmetical opera-
tions in Intlab are accurately ascertained to be
correct, comprising input and output and stan-
dard functions. By that, it is feasible to su-
persede every operation of a standard numerical
algorithm by the correlating interval operations
(Rump, 1999).

3 Methods

The proposed method is based on the rules of
interval arithmetic, so for each operation these
rules are obeyed to obtain a reliable result with
the interval arithmetic. In order to achieve the
results using intervals, in addition to the arith-
metic operations, each operation was performed
rounding, so that achieve the lower and upper lim-
its. To illustrate how the simulations were devel-
oped, let us consider two intervals X = [0.1,0.3]
and Y = [0.3,0.35]. Additionally, we perform ad-
dition and subtraction operations using the pro-
posed method and the Intlab toolbox.

system_dependent(‘setround’,-Inf)

X_inf=0.1;

Y_inf=0.3;

system_dependent(‘setround’,Inf)

X_sup=0.3;

Y_sup=0.35;

system_dependent(‘setround’,-Inf)

X_inf+Y_inf=0.400000000000000

X_inf-Y_sup=-0.250000000000000

system_dependent(‘setround’,Inf)

X_sup+Y_sup=0.650000000000000

X_sup-Y_inf=-5.551115123125783e-17

X+Y=[0.400000000000000,0.650000000000000]

X-Y=[-0.250000000000000,

-5.551115123125783e-17]

For Intlab toolbox

X=infsup(0.1,0.3);

Y=infsup(0.3,0.35);

X+Y=[0.39999999999998,0.65000000000001]

X-Y=[-0.25000000000000,0.00000000000000]

4 Numerical experiments

In this section, we present the numerical exper-
iments obtained by the proposed method and
the Intlab toolbox. We select three cases stud-
ies, which chosen maps are for the systems Lo-
gistic Map (May, 1976), Sine Map (Nepomuceno
et al., 2003) and Flexible Transmission Bench-
mark (Landau et al., 1995).

4.1 Logistic Map

The logistic map was described by May (1976) as:

xn+1 = rxn(1− xn), (7)

where r is the control parameter, which belongs
to the interval 1 ≤ r ≤ 4 and xn to the interval
0 ≤ xn ≤ 1. Algorithm 1 explains the simulations
performed by the proposed method.

Algorithm 1 Pseudo-code of the Proposed
Method for the Logistic map.

1: input Number of iterations (N), parameters
and initial conditions

2: system_dependent(‘setround’,-Inf)

3: x̂−0,n ← x̂0,n
4: r− ← r
5: system_dependent(‘setround’,Inf)

6: x̂+0,n ← x̂0,n
7: r+ ← r
8: for n=1:N do
9: system_dependent(‘setround’,-Inf)

10: aux1n ← (1− x+n )
11: aux2n ← (r− × x−n )
12: x−n+1 ← aux1n × aux2n
13: auxn ← x−n+1

14: system_dependent(‘setround’,Inf)

15: aux3n ← (1− x−n )
16: aux4n ← (r+ × x+n )
17: x+n+1 ← aux3n × aux4n
18: system_dependent(‘setround’,0.5)

19: if x−n+1 > 0.5 then
20: system_dependent(‘setround’,-Inf)

21: x−n+1 ← x+n+1

22: system_dependent(‘setround’,Inf)

23: x+n+1 ← auxn+1

24: end if
25: end for
26: output x−n+1 and x+n+1

Table 1 shows the values of a simulation per-
formed in Matlab. This table displays the width
and midpoint of the interval, and for comparison
shows the results made in the Intlab toolbox.

4.2 Sine Map

A unidimensional sine map is defined as

xn+1 = α sin(xn), (8)

where α = 1.2π. A polynomial NAR identified for
this system is given by (Nepomuceno et al., 2003)

yn+1 = 2.6868yn − 0.2462y3n. (9)

The algorithm 2 explains the simulations per-
formed by the proposed method and the Table
2 shows the values of a simulation performed in
Matlab.



Table 1: Comparison of width size for the simulation of logistic map. The reference is the width produced
by means of Intlab (Rump, 1999). We have studied four cases, which the control parameter is r = 3.99
and initial conditions are as follow: (1): x0 = 0.2, (2): x0 = 0.4, (3): x0 = 0.6 and (4): x0 = 0.8.

Case n
Proposed Method Intlab

width midpoint width midpoint

(1)

1 0 0.2 0 0.2
5 9.7700e-15 0.821645072786575 2.0095e-14 0.821645072786575
10 9.8366e-12 0.973482128268848 2.0389e-11 0.973482128268850
20 1.0059e-05 0.013337715656825 2.0851e-05 0.013337715672009

(2)

1 0 0.4 0 0.4
5 1.3212e-14 0.990570357273853 1.5876e-14 0.990570357273853
10 1.3349e-11 0.011714690634153 1.6068e-11 0.011714690634153
20 1.3652e-05 0.751597796573294 1.6432e-05 0.751597796578654

(3)

1 0 0.6 0 0.6
5 1.2768e-14 0.990570357273852 1.6320e-14 0.990570357273852
10 1.2898e-11 0.011714690634148 1.6517e-11 0.011714690634148
20 1.3190e-05 0.751597796556068 1.6892e-05 0.751597796562074

(4)

1 0 0.8 0 0.8
5 9.5479e-15 0.821645072786574 2.0206e-14 0.821645072786574
10 9.6391e-12 0.973482128268856 2.0502e-11 0.973482128268857
20 9.8575e-06 0.013337715653912 2.0967e-05 0.013337715669766

Table 2: Comparison of width size for the simulation of sine map. The reference is the width produced
by means of Intlab (Rump, 1999). We have studied four cases, which initial conditions are as follow: (1):
x0 = 0.1, (2): x0 = 0.2, (3): x0 = 0.5, and (4): x0 = 0.8.

Case n
Proposed Method Intlab

width midpoint width midpoint

(1)

1 0 0.1 0 0.1
5 1.2879e-14 3.408933569627769 1.3323e-14 3.408933569627769
10 5.5898e-11 -0.847910701541987 5.9273e-11 -0.847910701542015
20 1.3298e-04 2.811807282224221 1.4101e-04 2.811807282254640

(2)

1 0 0.2 0 0.2
5 4.9738e-14 1.052283645351666 5.7732e-14 1.052283645351667
10 7.3143e-10 -0.135225347633812 8.5036e-10 -0.135225347633797
20 1.5060e-02 0.407773577433717 1.7509e-02 0.407773930714991

(3)

1 0 0.5 0 0.5
5 9.5035e-14 3.229051816564168 1.0347e-13 3.229051816564168
10 6.1926e-10 1.811036103169470 6.7462e-10 1.811036103169525
20 9.7948e-03 3.162513358524606 1.0670e-02 3.162513081155066

(4)

1 0 0.8 0 0.8
5 2.2116e-13 -1.371443155591735 2.6712e-13 -1.371443155591733
10 1.6245e-09 -3.378411778526505 1.9624e-09 -3.378411778526536
20 2.6918e-01 0.207611416301658 3.2517e-01 0.207453930188374

4.3 Flexible Transmission Benchmark

The flexible transmission system of Landau et al.
(1995) is presented in Figure 2. The system input
is the reference for the axis position of the first
pulley and the system output is the axis position
of the third pulley measured by a position sen-
sor, sampled and digitised. The following transfer
function is considered as the plant model

H(q−1) =
q−dB(q−1)

A(q−1)
.

We consider the following ARX model identi-
fied and validated through the real plant (Landau

et al., 1995; Bombois et al., 2006):

y(k) = 1.41833y(k − 1)− 1.58939y(k − 2) +

1.31608y(k − 3)− 0.88642y(k − 4) +

0.28261u(k − 3) + 0.50666u(k − 4). (10)

The pseudo-code of the proposed method for
the Flexible Transmission Benchmark is similar to
the Sine map.

In the analysed cases, it was possible to ver-
ify that the proposed method which the rules of
interval arithmetic are used, there is a decrease of



Table 3: Comparison of width size for the simulation of flexible transmission benchmark. The reference
is the width produced by means of Intlab (Rump, 1999). We have studied four cases, which initial
conditions are as follow: (1): x0 = 0.1, (2): x0 = 0.2, (3): x0 = 0.6, and (4): x0 = 0.8.

Case n
Proposed Method Intlab

width midpoint width midpoint

(1)

1 0 0.1 0 0.1
5 1.1102e-16 0.815130000000000 3.3307e-16 0.815130000000000
10 5.4623e-14 1.475024309409214 7.5939e-14 1.475024309409214
20 3.2540e-10 -0.385319792715174 4.4843e-10 -0.385319792715172

(2)

1 0 0.2 0 0.2
5 3.3307e-16 0.840990000000000 4.4409e-16 0.840990000000000
10 6.1062e-14 1.432470784456269 8.1712e-14 1.432470784456269
20 3.6389e-10 -0.406693858836176 4.8523e-10 -0.406693858836177

(3)

1 0 0.6 0 0.6
5 5.5511e-16 0.944430000000000 1.1102e-15 0.944430000000000
10 6.5281e-14 1.262256684644492 1.0791e-13 1.262256684644491
20 3.8598e-10 -0.492190123320189 6.3973e-10 -0.492190123320189

(4)

1 0 0.8 0 0.8
5 8.8818e-16 0.996150000000000 1.4433e-15 0.996150000000000
10 8.3933e-14 1.177149634738603 1.1702e-13 1.177149634738603
20 4.9464e-10 -0.534938255562194 6.9073e-10 -0.534938255562196

Algorithm 2 Pseudo-code of the Proposed
Method for the Sine map.

1: input Number of iterations (N) and initial
conditions

2: system_dependent(‘setround’,-Inf)

3: x̂−0,n ← x̂0,n
4: system_dependent(‘setround’,Inf)

5: x̂+0,n ← x̂0,n
6: for n=1:N do
7: system_dependent(‘setround’,-Inf)

8: aux1n ← 2.6868× x−n
9: aux2n ← x−n

3

10: aux3n ← 2.2462× aux2n
11: system_dependent(‘setround’,Inf)

12: aux4n ← 2.6868× x+n
13: aux5n ← x+n

3

14: aux6n ← 2.2462× aux5n
15: system_dependent(‘setround’,-Inf)

16: x−n+1 ← aux1n − aux6n
17: system_dependent(‘setround’,Inf)

18: x+n+1 ← aux4n − aux3n
19: end for
20: output x−n+1 and x+n+1

the interval when compared to the Intlab toolbox,
since the rounding was performed in each opera-
tion and the rounding outward, that is, x must
be rounded downward and x must be rounded
upward. And in general, the midpoint average
difference is around 6.028e − 12, 9.8825e − 6 and
6.25e− 13, for Logistic Map, Sine Map and Flex-
ible Transmission Benchmark, respectively.

Figure 2: Schematic diagram of the flexible trans-
mission (Landau et al., 1995).

5 Conclusion

The control of error in numerical simulations has
a great importance. Due to computational limi-
tation, the computer does not generate exact an-
swers, but an approximation. Therefore, the in-
terval arithmetic it is possible to say that the re-
sult will be within an interval, which this interval
encompasses the errors of the simulations, guar-
anteeing a better evaluation of the result. As pre-
viously discussed, there are few publications that
report on this subject, mainly using interval arith-
metic to examine these errors.

This article has presented a novelty to sim-



ulate recursive functions using basic concepts
of arithmetic interval and primitive functions in
Matlab. The interval calculus of three systems,
the logistic map, the sine map, and the flexible
transmission benchmark have been performed. To
validate this method, the same simulation was
executed in the Intlab toolbox. We have found
narrower intervals using the proposed method. It
is clear that the main advantage of the proposed
method is to present a novelty to simulate recur-
sive functions without a specific toolbox. More
complex representations for system identification,
such as neural networks, should be investigated in
future work.
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