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Abstractl] The screwing of fasteners in the aeronauticalstrgithas strict specifications and quality contemjuirements. The
feasibility of automating these processes represzmtajor challenge for aircraft manufacturing aadtributes to a competitive
market. In this work, we present a solution basethe KUKA collaborative robot, LBR IIWA 14 R820 hich is current under
development at the Aeronautics Institute of TecbgplITA) within the Center for Manufacturing Contpece (CCM). The focus
of this paper is on the integration and coordimatd the equipment that compose the manufacturellg & computer vision
system is attached to the end-effector to idemitié/position of the holes to be screwed. A perpridiity system, composed of
a laser sensor, is used to ensure that the perudsudty error of the robot is within the acceptedrgin during the application.
The algorithm for localizing holes, correcting thesition and orientation of the robot, and perfergnthe screwing operation
emerges from the integration of all the compondnts first verified in a simulation environmenaged on the system modelling
as a network of timed automata. We then implemedttast it in a demonstrator that emulates theqa®to be performed in an
aircraft wing. This work is related to the AME-AS#oject, under development at ITA, in partnershith\imbraer and supported
by FINEP.

Keywords[l Automata, screwing, liwa robot, vision system omuation.

Resumoll O parafusamento e fixagdo de prendedores na iralastronautica possui especificagdes e requidéasontrole de
qualidade rigorosos. A viabilidade de automatizmes processos representa um grande desafio fadmacacdo de aeronaves e
contribui para um mercado competitivo. Neste ttadabpresenta-se uma solucdo baseada no robd labdUKA, LBR
IIWA 14 R820, que esta em desenvolvimento no lstiTecnolégico de Aeronautica (ITA) dentro do Certe Competéncia de
Manufatura (CCM). O foco deste trabalho é a intgfjpee coordenacéo dos equipamentos que compddmaad® manufatura.
Um sistema de visdo computacional é acoplado &weefer para identificar a posigdo dos furos a seqganafusados. Um sistema
de perpendicularidade, composto de um sensora &gsado para garantir que o erro de perpendidatte do robd esteja dentro
da margem aceita durante a aplicacéo. O algoritara [wcalizar furos, corrigir a posi¢édo e orientac® robd e realizar o
parafusamento é primeiro verificado em um ambidatgmulacio baseado na modelagem do sistema coan@de de autdmatos
temporizados. Em seguida, implementou-se e tegt@msum demonstrador que emula o0 processo a seritade em uma asa de
aeronave. Este trabalho esta relacionado ao PAGEBASA, em desenvolvimento no ITA, em parceriac® Embraer e apoiado
pela FINEP.

Palavras-chavell Autdématos, parafusamento, rob6 liwa, sistema si@oviautomacgao.

components for deburring, cleaning, sealing, ireord
_ to maximize efficiency and justify the high cost of
1 Introduction automation (DeVlieg & Feikert, 2008).
Considering the context of these projects, this
The demand for automation in aviation industry paper presents an automated solution for inserting
has increased considerably in recent years,screws in aircraft wings, considering a flexible
encompassing from in-flight applications to programming strategy, in line with Industry 4.0
manufacturing processes (Kihiman, 2005). concepts. The solution considers a scenario where t
Often, automation arises due to issues related tgposition of the holes is not previously programrasd
quality of manual processes and working conditions part of the robot path. The robot has to scan ticer
of human operators. In many cases, automatios@s al surface, automatically identify the position andjlan
capable of ensuring a more efficient process andof the holes and proposes a sequence of movements
promoting a much more productive solution than the for performing the screwing operation. It must also
ones performed by the human operators. correct its position, as it usually does not previbde
In order to tackle the challenges of aircraft necessary accuracy requested by aircraft industry
manufacturing automation, the Centre of Competence(Cibil, 2006).
in Manufacturing (CCM) proposed first the AME Particularly, this paper focuses on the challenges
Project, for the automation of the fuselage assgmbl of integrating and coordinating the cell equipment.
processes, and now the AME-ASA Project, for the For this purpose, we modelled the system using
automation of the structural assembly of wings. The automata and verified the behaviour that arose from
AME acronym comes from the name of the project in the equipment integration in the UPPAAL model
Portuguese: Automacédo da Montagem Estrutural, orchecking tool.
automation of structural assembly, while ASA The main advantage of the proposed solution is
translates to wing. Both projects were proposed inthe automatic adaptation of the robot to different
partnership with EMBRAER and with financial geometries, without the need of reprogramming. This
support from FINEP. Both projects focus on the so-is a desirable feature, given the low production
called one-up-assembly, where the product must beyolume, wide variety and low repeatability that are
assembled in a single step, without removal of typical of aircraft industry (Furtado, 2011).



Automation of aircraft assembly processes, such2.1 End-effector
as the one proposed in this paper, reduces regurrin
costs due to the lack of standardization, and I¢éads
better process quality and traceability. Manual
processes are usually strongly dependent on the
operators’ skills. Furthermore, automation is
particularly attractive in the case of regionsifficlilt
access, which exposes the human operator to pmsmo
considered not ergometric.

The organization of this paper is as follows.
Chapter 2 presents the main components of the
proposed automation solution, including robot and*
measurement sensors. Chapter 3 presents and details
the  software  solution, including  logical
communication among cell components and
functionalities provided by each one. Chapter 4°
presents the automata model developed to verify the

One of the requirements of the proposed solution
is that it must be capable of automatically deteing
the position and orientation of holes for screwing.

For this purpose, the robotic end-effector must be
equipped with measurement systems. In our solution,
it integrates the following modules:

A vision module that uses a Cognex camera
(Cognex, 2018), which generates the X and Y
coordinates of each target;

A laser sensor from Wenglor (Wenglor, 2018)
used to guarantee the perpendicularity of the
robot, as well as ensure the reading of the Z
coordinate when localizing a point of operation;
A module with mandrel for screwing, with no
embedded intelligence.

process integration. Finally, in Chapter 5, we wissc The Cognex camera has its own programming
the conclusions obtained so far and address futureanvironment. It provides data to a supervisoryesyst
work. using a set of communication protocols that can be

configured in the programming environment (Figure
) 2). The camera interface is discussed further in
2 TheHardware Solution Chapter 3.
o o The Wenglor sensor is provided with Ethernet/IP
The hardware solution is illustrated in Figure t5. I  communication and can be integrated direcﬂy wWith t
main components are robot, camera, and laser sensoge|| equipment. Additionally, a web server is u$ed
CAMERA ' configuration and visualization of the readingseal
: time, using a web page (Figure 3).

Figure 2 - Cognex in-sight software for identifyifegteners and
holes on the wing surface.

Figure 1- Hardware solution.

2.1 Robot

PRES.
QIOIO;

The robot chosen to be used in the automated
solution is the KUKA LBR IIWA 14, a collaborative 77.86 mm
robot able to perform several movements keeping the
end-effector in the same position, due to a redninda

joint present in its kinematic chain. The preseate e oceaszporsce

this redundant joint, a seventh degree of freedom, ™ s E—

allows the robot to perform complex movements and .o e
reach areas of difficult access. This robot is also %= HasE

equipped with sensors in each joint that enabte it ~ fermseesse —

feel the force applied on the joints (KUKA Roboter,

2015). Figure 3 - Wenglor sensor web server.

Another interesting feature of IIWA is the i . .
availability of a programming mode, known as The end-effector was first designed in a CAD

Impedance Mode, in which the robot behaves as a environment. A prototype was then built using a 3D
mass-spring-damper system, allowing its end-effecto 'I[Dhr inter. lts curre(:jn:hversmn mtegral\tes the camsmd

to perform movements that are typical of a human € Sensors, and the screw module

being, such as when inserting a screw.



3 The Software Solution be screwed are located. For this purpose, the
supervisory system must interact with both the tobo

The behaviour of the proposed manufacturing cell @hd the Wenglor sensor.
arises from the integration of all components. They  After validating the perpendicularity between the
are: 1) the supervisory system, implemented in aend-effector and the surface, the state maching tgoe
common PC, 2) the liwa robot, 3) the camera, 4) thethe next state: pattern recognition by the computer
laser sensor, and 5) the screw module. vision system. For this purpose, it first positithre
The logical integration of the cell is performedvi  robot and then communicates with the camera, which
a TCP/IP switch, which connects and allows the is responsible for image acquisition and processing
exchange of data among any of the following The supervisory system waits until the camera nstur
components: supervisory system, robot, camera, andhe X and Y coordinates of the all holes foundhe t
laser sensor. The communication with the screwWwork surface.
module is performed via camera, once that it is Once the holes positions are determined, the
connected to the 1/0 module of the Cognex camera.supervisory system runs an internal routine thaisai

This architecture is illustrated in Figure 4. at organizing the data obtained by the camera softw
and defining the processing sequence of the htiles.
Serew then requests to the robot to move to next hole and
module performs the screwing operation. This sequence is
repeated until there are no more points to process.
v Then, the supervisory system is responsible for
Camera closing the communication with all components.
i Begin
Supervisory P Switch € Laser
system sensor
5| Initialize global
variables
Robot l
Screwing process Opens Communication
Figure 4 — Communication architecture. begins Vit 2l cevices
This section describes the functionalities l l
provided by each component and how they interact oot vans e end | ntaze Siste
3 wi Machine with state
with the other cell components. process perpendicularty
3.1 The supervisory system e s st o 0D perpsngcistty

The supervisory system coordinates all cell
equipment. It integrates information from the liwa Yes
controller and the camera controller. It also iatés
directly with the Wenglor sensor. Rovatposions safon| | communicton g

The supervisory system is also in charge of | [ "] | peireaeses
establishing and monitoring communication with all ot st
equipment. In case of failure, it is responsiblalort
the process.

The supervisory system was developed in
LabVIEW, an engineering software designed for
applications that require testing, measurement, and
control, with easy access to hardware from differen
manufacturers (Bell et al, 2004). It provides a
graphical programming interface, including the dasi
of friendly Graphical User Interface (GUI) (Whitley
& Blackwell, 2001).

The process executed by the supervisory system
is illustrated in Figure 5.

First, the program initializes all global system
variables and then open the communication with each
component. Once the communications are validated,
an internal state machine is initialized. In itgtia 3.2 The camera software
state, it performs the perpendicularity routinejolih
aims at maintaining the end-effector of the robot
perpendicular to the work surface, where the htaes

fait camera to return the poirits
of the holes found

Performs centralization
algorithm

No

OK

waiting robot
response OK

Figure 5 - Process of the supervisory system.

Cognex camera has a proprietary in-sight
programming interface. It allows the entire compute
vision algorithm to be processed within the camera,



reducing computational time, as it provides dedidat
and optimized routines.

The  programming  environment, called
EasyBuilder, has an intuitive interface, allowirsggts
to configure vision applications quickly and easily
(Figure 6). All the program parameters and routines

are stored in a spreadsheet, which could also be

directly edited, as illustrated in Figure 7 (Cognhex
2018).

In this work, the camera provides routines with
the following objectives:
A routine to capture an image and determine the
position of all the holes in the image;
A routine to capture an image and determine the
position error, i.e., the distance between the
centre of the hole and the centre of the image;
A routine to start the screwing operation, once
that, for convenience, the screw module is
connected to the I/O module of the camera (CIO-
MICRO).

e ——

Figure 7 - In-sight programming spreadsheet.

3.3 LBRIIWA 14 Collaborative Robot

The KUKA liwa robot programming
environment is the Sunrise Workbench (KUKA
Roboter, 2015). This software is based on the
programming environment Eclipse (Eclipse, 2018).
Just like in Eclipse, the Sunrise Workbench is dase
on the Java programming language, allowing thetrobo
a much higher implementation capacity when
compared to other lower-level programming
languages used in other KUKA robots. Among the
advantages of the Java environment that is impbrtan
to our application is the extensive library of
communication routines, including support to TCP/IP
protocols such as HTTP and FTP.

In this project, the robot provides the following
functionalities:

It receives and executes a command to move to a
given position;

It coordinates the perpendicularity routine, which
consists of moving the robot to different positions
and orientations and acquiring the measurement
from the laser sensor (which is done via the
supervisory system, for convenience), in order to
determine the perpendicularity error. If
necessary, the process can be repeated until the
error is lower than the tolerance;

It coordinates the process of correcting the robot
position in front of a screwing point and, when the
error is under the allowed tolerance, requesting
the screwing operation (which is done via
camera).

3.2 Thelaser sensor and the screwing module

Both the laser sensor and the screwing module
does not have a significant degree of autonomy or
embedded intelligence. They are responsive
components that performs operations based on the
requests from other components. The laser provides
the measured data, while the screw module performs
the screwing operation when requested.

4 Verification of system integration in UPPAAL

In order to verify the proposed solution to
integrate the cell equipment, this chapter presisits
modelling and simulation using synchronous
composition of automata and the verification tool
UPPAAL.

4.1 Time Automata

Informally, a finite automaton is formed by a set
of states and by rules that determine the tramsitixy
states based on the input symbol (Ginfri, 2013).
Formally a finite deterministic automaton is a
quintuple(Q, %, 6, qo, ¢.) » Where:

Q: is finite set of states;

X: is an alphabet with a finite set of events;
8:QxX — Q is a (potentially partial) transition
function that indicates the next state after the
occurrence of an event;

qo: is the initial stateg, € Q;

qm: is a set of final (or marked) states, = Q.

In order to model time intervals, timed automata
extend this definition and includes the followitgms
(Alur & Dill, 1994):

Clocks, which are variables that model time
evolution;

Guards, conditions upon the value of clocks that
are associate to transitions and must be true for
the transition to occur;



e Updates, actions performed by transitions when Following we detail the module of each
they fire that can modify the value of clocks; component.

. . . The automaton referring to supervisory system is
e Place invariants, condmons upon the value of .oied SS and is presented in Figure 8. It can be
clocks that are associated to states and must b%rganized in four main blocks.

true in order to the automata remain in the state. From the stand-by stataseff), when the user

) : requests the start of a new process (chanae), the
In this work, we decided to model the automated firs; piock, highlighted with an orange dashed Jiise
solution as a network of automata, which can beresponsible for starting and ending communication
submitted to synchronous composition. When \yith other components. For this purpose, it usssta
modelll_ng the systemin a S|_ngle automaton, problem ¢ channels (or shared transitions)en_RB/close_RB,
may arise due to the explosion of the number désta open_CM/close_CM, open_LS/close_LS. It also uses one

and transitions, especially when each component hag|ock  variable {mer) and associate guards
some embedded intelligence and can eVO|VeS(timer>:time_out) and invariantst{mer<=time_out) in

autonomous from the othe_r componentg. Any Change%rder to assure that when at least one componeat is
in the model would require the creation of a new available, the process does not continue
model from scratch. ’ '

In order to tackle this issue, synchronous e oinee
composition was proposed, so that when adding, |- === — o mm e
modifying or removing components only the !
corresponding model is affected. In synchronous I
composition, different automata communicate |
through shared transitions. When a shared transitio !
fires, it happens in both automata.

The UPPAAL tool uses an approach similar to c
synchronous composition. It provides binary g
synchronisation channels. In a channel, a tramsitio DQ
labelled withc! synchronises with another labelled
When two automata synchronize on channethis 5 3
means that a! transition of one automaton occurs 5 2 €
simultaneously with ac? transition of another -
automaton. A! orc? transition can never occur on its
own. Only one pair of transition can synchronize at
time. If more than one transition is labelled with
and are enabled, it is a non-deterministic choice.

ss_redd_Ls

1
1
foint=n_point

\

—_———

processing

point=poing1

4.3 Modeling of the automaton of the screwing
process

The software chosen to model our robotic cell is
UPPAAL. The tool is designed to verify systems that
can be modelled as networks of timed automata
extended with integer variables, structured datasy
and channel synchronisation. UPPAAL was
developed in collaboration between the Real-Time
Systems Analysis and Design group at the University
of Uppsala, Sweden, and the Basic Computer Science
Research at the University of Aalborg, Denmark

(Behrmann, 2005). Figure 8 — Supervisory system automaton.

An automaton model was built for each Then, the supervisory system request the robot to
component of the cell that receives or exchanga dat execute the perpendicularity routine (channels
with other components. They are: init_perp and end_perp). Although the routine is
«  Supervisory systensg); coordinated by the robot, for convenience of
«  Robot @B): implementation, the laser sensor is read by the

supervisory system (channedad_LS), on the robot

request (channelgq_LS andsend_LS). This block is

) highlighted with a green dashed line.

*  Screwing modulest). Following, the next block is responsible for the
An additional automaton is added to model the identification of the target points. The supervisor

user interaction with the system. system move the robot to the appropriate position

(channelsnove_RB andend_move_RB) and request the

e Camera¢m);
* Laser senson§);



identification of points to the camera (channels Laser sensor automatas)is presented in Figure

read_table_CM and send_table_CM). This block is 11. It is composed of two blocks: it answers to

highlighted with a blue dashed line. communication request (orange dashed line) and the
Finally, the supervisory system define the order provides the sensor data when requested (purple

that the points will be processed and request eacttlashed line).

operation to the robot (channelend_point_RB and Sensor reading

end_pt_RB). This block is highlighted with a purple

: ! ‘ 1

dashed line. LS_com_off : !
The robot automatorrg) is presented in Figure ©<>1‘ :

9. It is composed of four main blocks. The firseon 'Ls_com_on !

(orange dashed line) is the communication with the ~________—___-"~""""7°7°7°
supervisory system, as presented before. The second Figure 11 — Laser sensor automaton.
one is the perpendicularity routine (green dasimey,|
which consists of moving the robot to a set of
predefined positions and measure the distanceeto th
demonstrator using the laser sensor. At the endeof
process, the robot corrects its orientation in ptode
perpendicular to the demonstrator.

The purple dashed line identifies the points
processing routine, which, under the request of the

The screw module automatast) is presented in
Figure 12. Basically, it responds to the camera-com
mands.

supervisory system, interacts with the camera Figure 12 — Screw module automaton.
(channelscalc_error_CM and error_CM) in order to ] .
correct the position of the robot. When the positig Finally, an automaton is added to the system to

error (variableerror) is within the tolerance (constant Model the interaction with the human operator (Fégu
tol), it requires the camera to activate the screwing13)- It is @ simple automaton the starts the prces
module écrew_CM andend_screw_CM). (channektart). -
Finally, it provides also a moving routine (blue P
dashed line) to perform movements under the request %
of the other components.
Figure 13 — User automaton.

Points processing

4.4 Verification

performed using simulation and model checking.

Simulation explores the following ways:
_____________ T Ty < Random simulation, which explores aleatory

sequences of events.

e Simulation of specific scenarios, which

Figure 9 - Robot automaton. corresponds, including the normal sequence of
events and scenarios with failures in the
communication.

An example of simulation of specific scenarios is
gresented in Figure 14. 1t illustrates the
communication among the automata until the
screwing of the first point, with no communication

I
,L | The verification of the automata model is
I
I
I
I

I
~

The camera automatorcM) is presented in
Figure 10. It is also composed of four main blocks.
The first one is the communication routine (orange
dashed line). The blue dashed line marks the camer
routine that identifies the set of holes to be pesed.
The purple dashed line marks the interaction with t failure
screw module (channelsi_sc andend_sc). Finally, ) .
the green dashed line marks the camera routine to . Once the model has been debugged using

. : o simulation, formal verification is carried out ugin
acquire.an.imane and calculate the centralizingrerr T I
d Points identification model checking. In UPPAAL, model checking is

performed by specifying the desired propertieshef t
system in CTL (Computational Tree Logic) and then
submitting them to the model checker.

Properties can be defined using state formulas
and CTL operators. The following operators are
available:

« E<>p - there exists a path, where the p will hold
sometime in the future.

« E[] p - there exists a path where in every state, p
holds.

Figure 10 - Camera automaton.
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< cale_eror_CM
[:] RB_waiting_error
eror_CM =
CM_com_on B
RB_moving_error
CM_com_on RB_moving_pt
cale_ernor_CM
[—] RB_waiting_error
eror_CM -
CM_com_on G
CM_com_on RB_moving_screw
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end_SC

PLAY| [SS_proc_pt [I]

(Ls_com_on | [S€_off] [RB_waiting_screw
| | |

Figure 14 - Simulation of specific scenario.

e A<> p - for all possible paths, p will hold
sometime in the future.

« AJ] p — for all possible paths, in every state, p
holds.

In the case of the integration of the screwing
manufacturing cells, example of verified properties
* Absence of deadlock:
A[] not deadlock

« Reachability of the automata states, such as the
possibility of reaching the state where the points
are processed:

E<> SS.SS_proc_points

« Consistence among the system states. An
example is to assure that when the Screw module
is performing the screwing operation, all the other
modules the robot and the camera are in the
appropriate state:

A[] SC.SC_on imply (CM.CM_waiting_SC and
RB.RB_waiting_screw)
The CTL properties are used to specify that
whatever happens in the system, the combined
evolution of the components preserve consistency.

4.5 Implementation

This section illustrates the implementation of the
modules integration in the corresponding
programming language of each module. This
implementation is performed manually, as each
automaton is converted to a different programming
language. The consistence between the automaton and
its implementation is verified by manual inspectadn
the code.

We provide here an example of the supervisory
system, which is implemented in LabView. In this
case, a set of subVIs were developed to communicate
and to exchange data with each component. These
subVils are illustrated in Figure 15.

LoginCognex.vi

timeout ms (wait forever: -1)
error in (no error) ===

Outputs

1= connection ID
28 Logged

3E3 error out

CommandCognex.vi

connection ID
datain

timeout ms (25000)
error |0 ===t

connection ID 2
. ~ data out
&= error out

WenglorEthernet!P.vi

DataBytes
DataSensor
StatusElement
Status

error out

network path
timeout [ms] "
error in ==

CommandIIWA.vi

connection ID 2 connection ID
datain data out
error |0 error out

Figure 15 — Communication subVIs in LabView.



Following, Figure 16 illustrates the initialization must also be verified. For this purpose, we plan to
of the state machine in the LabView and the openinginclude into the UPPAAL model and software
of the communication with the components. In a implementations the treatment of the most relevant
similar way, communicating routines are introduced types of failures that can occur in the cell. Them,
in robot and camera programming environment. In thecan verify the robustness and safeness of thesiely
case of the laser sensor, communication is cordyur both simulation and model checking.
through the sensor web server.
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