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Abstract— Unmanned Aerial Vehicles (UAVs) are becoming increasingly popular. Researchers are trying to
use them in various tasks, such as, surveillance of environments, persecution, collection of images, etc. In this
work, we propose a vehicle tracking system to turn UAVs able to recognize a vehicle and monitor it in highways.
It is based on a combination of bio-inspired algorithms: VOCUS2, CNN and LSTM. The proposed system was
tested with real videos collected by the aerial robot and the results show that in spite of the proposed system
is simpler than others, it achieved a good classification performance and overcame other existing approaches in
terms of precision.

Keywords— Computer Vision, Deep Learning, Recurrent Neural Network, Tracking, Detection and Classifi-
cation, Drone.

Resumo— Véıculos Aéreos Não Tripulados (VANTs) estão se tornando cada vez mais populares. Pesquisadores
estão tentando usá-los em várias tarefas, tais como, vigilância de ambientes, perseguição, coleta de imagens, etc.
Neste trabalho, propomos um sistema de rastreamento de véıculos para tornar os UAVs capazes de reconhecer
um véıculo e monitorá-lo em rodovias. O sistema é baseado numa combinação de algoritmos bio-inspirados:
VOCUS2, CNN e LSTM. O sistema proposto foi testado com v́ıdeos reais coletadas por um robô aéreo e os
resultados mostram que, apesar do sistema proposto ser mais simples do que outros, obteve um bom desempenho
de classificação e superou outras abordagens existentes em termos de precisão.

Palavras-chave— Visão Computacional, Aprendizado Profundo, Rede Neural Recorrente, Rastreamento, De-
tecção e Classificação, Drone.

1 Introduction

UAVs are constantly being improved and going
out to the market to perform different tasks in
various environments. Nowadays, several research
works are focused on autonomous flight of UAVs,
so there is no need of a pilot. Previous works in the
area like obstacle detection gives way to another
stage that is the autonomous flight of UAVs. Also
new sophisticated hardwares with high computa-
tional power allows us to use Deep Learning (DL)
techniques that nowadays are reaching records in
the world competitions of recognition and classifi-
cation of objects such as ImageNet Large Scale Vi-
sual Recognition Challenge (ILSVRC) (Jia Deng
et al., 2009).

We take the idea of the work of Montanari
(2015) that applied traditional artificial vision
techniques (described in more detail in the Sec-
tion 2.1) to detect and track vehicles with images
taken from an UAV and got 79.82% of accuracy
to the classification.

The aim of this work is to develop a system
for tracking vehicles by UAV (drone), supposing
it is not possible to chase a suspicious vehicle by
ground. The system will be used to track suspect
cars, which police authorities with access to an
UAV can use in cases of persecution.

For this, we are proposing an architecture for
classification and tracking of images in videos.
This architecture is composed by three phases:

saliency, recognition and tracking. For saliency,
the VOCUS2 method (Frintrop et al., 2015) is
used to detect the more salient objects present
in the frame (a image of the video). For rec-
ognizing the objects detected, we are proposing
a deeper network based on Convolutional Neural
Network (CNN). Finally, for tracking a specific
object (car), Long Sort Term Memory (LSTM)
network is added in the output of the deeper net-
work.

This article is organized as follows. In Section
2, are described some related works. In Section 3,
a system for recognizing and tracking of vehicles
in a highway by using UAV, is proposed. The ex-
periments, results and comparisons are described
in Section 4. Finally, in Section 5, conclusions
about the results obtained and limitations of the
proposed vision system are presented, followed by
the future works.

2 RELATED WORKS

In this section, are described some related works of
the area. In Section 2.1 are found works about de-
tection and classification of objects and in Section
2.2, works about the tracking of moving object.

2.1 Detection and Classification of Objects

Object detection and classification is an active
area of research. Nowadays, there are com-



Figure 1: ROLO architecture proposed by Ning et al. (2016).

petitions to classify various kinds of objects.
One of the most important competitions is Im-
ageNet Large Scale Visual Recognition Challenge
(ILSVRC). The database was presented for the
first time at the 2009 Conference on Vision and
Pattern Recognition (CVPR), in Florida, by re-
searchers from the Department of Computer Sci-
ence at Princeton University (Jia Deng et al.,
2009). This competition contain 1000 categories
and 1.2 million images each year. Deep learning
techniques were introduced in the competition in
2012. In 2015, it was possible to beat the human
level of accuracy at classifying of objects.

The baseline of our work is the work devel-
oped by Montanari (2015). In this work, the VO-
CUS2 technique, a visual attention technique, is
used to obtain the saliency object segmentation.
For the classification of the images, the bag-of-
features (Salton and McGill, 1986) technique was
applied, and to track the objects Camshift and
Kalman filters were used obtaining an accuracy of
79.82%. More especifically, to classify the images,
it was used an algorithm to extract the charac-
teristics of the image, then to construct a matrix
for representing the characteristics and finally to
obtain the corresponding classification.

In Huttunen et al. (2016), it was proposed a
system for recognizing 4 types of vehicles: bus,
truck, van and small car, obtaining 97% of accu-
racy. In Fig. 2, are shown the network archi-
tectures tested, chosen among the architectures
that had the better accuracy. The network re-
ceives an image input of 96 x 96 with 3 channels
(RGB) and has a first convolutional layer with 32
feature maps, followed by a max-pooling (Scherer
et al., 2010), reducing the image dimension to 48 x
48. The second layer is also a convolutional layer
with 32 feature maps, followed by a max-pooling,
reducing the image dimension to 24 x 24. Finally,
there are 2 fully connected layers of 100 neurons
each one, to produce an output layer constituted
by 4 output neurons with the SoftMax function
(Duan et al., 2003).

In Riveros and Caceres (2016), it was pro-
posed an automobile classifier based on convo-
lutional neural networks, which obtained 95.6%
of accuracy for a dataset collected by a security

Figure 2: Neural network architectures tested
by Huttunen et al. (2016).

camera. The network architecture is based on
LeNet-5 and it was tested with different activation
functions (RELU, sigmoid, PreRELU) and differ-
ent functions for the pooling layer (AVG, MAX,
STO). Different ways to initialize weights (Xavier,
Uniforme, Gaussian) were applied for getting the
best results with RELU, MAX and XAVIER, re-
spectively. All these functions are described in
details on (Riveros and Caceres, 2016).

2.2 Moving Object Tracking

Object tracking is an important task in the field
of computer vision. In its simplest form, track-
ing can be defined as the problem of estimating
the trajectory of an object in an environment or
around a scene. Almost all tracking algorithms re-
quire the detection of objects (Yilmaz et al., 2006).

There are several works in the literature to
track a vehicle. In the work proposed by Mon-
tanari (2015), it was utilized Camshift technique
(Bradski, 1998) with Kalman filter (Welch and
Bishop, 1995). Riveros and Caceres (2016) used
Camshift with correlation filter tracker (Danelljan
et al., 2014). In Alper Yilmaz (2006), it can also
be found a survey with various descriptions of
tracking algorithms.

But this kind of tracking is not robust for ob-
ject tracking, since a robust object tracking re-
quires the knowledge and the understanding of
the object being tracked (Gordon et al., 2017).
For this reason, in this work we will focus on
ROLO (Ning et al., 2016), a tracking framework
that uses a highly efficient image detector called
YOLO (Redmon et al., 2015), which is a fast de-
tector CNN (45 fps). The ROLO framework re-
ceives the outputs of the last fully connected layer
of the YOLO as it can be seen in Fig. 1. This layer



Figure 3: Architecture proposed for classification and tracking

has 4096 neurons. Its output signals are sent into
the recurrent network LSTM and for a layer that
will extract the position coordinates, represented
by the vector: (c,x,y,w,h,p) = (0, x, y, w, h, 0), in
this case, of each object being tracked. The LSTM
network, described in subsection 3.3, is added and
by its turn has a layer of 4102 recurring memory
cells (corresponding to 4096 plus 6 components)
and therefore it receives 4102 inputs coming from
YOLO.

The framework ROLO has two phases. The
first one, on the contrary of the second phase, does
not utilize the Heatmap, that is a transformation
of the output of YOLO for the size 32x32. The
second phase includes the Heatmap for avoiding
occlusion. Then, the framework ROLO predicts
the new position of the object in the first phase.
In our case, we have implemented only the first
phase, then our proposal is not free of occlusions.

3 THE PROPOSED SYSTEM

In this section, the system proposed for recogni-
tion and tracking of vehicles in a highway, is de-
scribed in details. It is composed by three main
steps: Saliency, Recognition and Tracking, as it is
shown in Fig. 3. Each constituting step will be
described on the next subsections.

3.1 Saliency

This step consists in to highlight that part of the
image in which the vehicle is. The main point is
to decrease the searching of the object in the im-
age to be analyzed, avoiding to look for it in the
whole image. For this, we use an algorithm to
detect the object more salient in the image and
then to be able to analyze only the saliency ob-
ject. We found an algorithm of saliency called
VOCUS2, which is an improvement of the VOCUS
algorithm. This algorithm calculates the feature
channels of the image in parallel and the center-
neighbor contrast is computed by Difference-of-
Gaussians. It is based on the concepts from hu-
man perception, which is useful to obtain an ob-
ject of greater saliency in an image. The salient

segment will be the input for the next stage that
will be described in the next section.

3.2 Recognition

In this subsection is described how the objects
are recognized in the image. For this purpose,
it is necessary to explain how a CNN (Le Cun
et al., 1998) can recognize or classify the saliency
object. A CNN is biologically inspired by the vi-
sual cortex of animals. After to receive as input an
image, it processes the image in the convolutional
layers and finally in the fully layers the image is
classified. A typical CNN processes the image and
produces an output. In our case, this output is bi-
nary, representing car or no-car. The components
of CNN are inputs, weights, activation functions
and outputs. The main component in CNN are
the weights, because they are updated during the
training process. Once the detection of the object
is completed by using CNN, the next stage is to
track the object and this process will be described
in the next Section 3.3.

3.3 Tracking

To track a vehicle, it is necessary a method for
memorizing the final positions of the vehicle for a
short period and then predict a future position of
the vehicle. In the literature, it can be found sev-
eral techniques, but we have chosen the recurrent
neural network LSTM (Hochreiter and Schmidhu-
ber, 1997). It was created in 1997 by Hochreiter
and Schimdhuber, but its popularity has grown in
recent years for different applications, obtaining
good accuracy. LSTM is composed by memory
cells, each memory cell has three doors. The first
one is the input gate, the second is the output gate
or inference and the last, in which its information
or the result of the memory cell serves as input
for the next cell. It is similar to a flip flop or a
bistable multi-vibrator that serves as a memory to
keep a bit. However, this output is not connected
to itself as the flip flop, instead it is connected to
the memory cell.

It is necessary to emphasize that ROLO
framework has been adapted by us. For this, in-



Table 1: Characteristics of the architectures
Arch. 1 Arch. 2

Number of training epoch. 5000 5000
Number of convolutional layers 2 2
Number of layers fully connected 2(100, 100) 2(1000, 1000)
Input image size 96x96 96x96
Number of feature maps {32, 32} {128, 64}
Kernel size of the convolutional layers 5x5 5x5
Pooling kernel size 2x2 (avg) 2x2 (avg)
Cost function Mean Squared Sum Mean Squared Sum
Optimizer AdagradOptimizer AdagradOptimizer
Learning Rate 0.001643 0.001643
Dropouts 80% 80%

stead of YOLO, we are proposing a new network
for recognition based on CNN, called by us Ar-
chitecture 2, which characteristics are shown in
Table 1. Furthermore, we insert LSTM after the
last fully-connected layer, as it is shown in Fig.
3. Furthermore, the data (x,y,w,h), that is the
position of car in the image is obtained by other
algorithm called Correlation Filter Tracker (CFT)
(Danelljan et al., 2014).

All these algorithms mentioned above (VO-
CUS2, CNN and LSTM) are useful to detect, rec-
ognize and track a vehicle and they will serve to
be part of the aerial robot of our laboratory.

4 EXPERIMENTAL RESULTS

In this section, it will be describe how the data
has been collected and how the training for vehicle
recognition has been performed.

Table 2: Table of errors in each Cross-Validation
Folds

Fold Error %
I 14.75
II 12.08
III 9.27
IV 1.73

Avg. Error 9.45

4.1 Data Collection

For collecting videos, a drone took images in our
university. The images collected were processed

Table 3: Average of accuracy, precision and clas-
sify time in seconds of architectures 1, 2 and
Inception-v2

Arc. 1 Arc. 2 Incept.-v2
Avg. accuracy 0.4158 0.4192 0.5775
Avg. precision 0.9313 0.9572 0.8546

Avg. class. time 0.3464 0.5946 5.0373

with the help of the saliency algorithm VOCUS2.
Next, each images of the video was manually clas-
sified between car and not-car. This dataset was
increased up 13705 images taking images from
other sceneries.

4.2 Training for Vehicle Recognition

The dataset was trained with different architec-
tures of networks. Some modifications in CNN
proposed in Huttunen et al. (2016) are being
adopted here. More convolutional layers, more
neurons in the fully connected layers and dropout
have been added. Two different architectures for
tracking the vehicle are being investigated. Their
characteristics are shown in Table 1.

Figure 4: CNN Architecture 2

For the validation of the models proposed, we
apply the cross-validation technique on Architec-
ture 2, Fig. 4. From a total of 13705 images col-
lected (classified by hands between it is or no-car);
The data was fragmented in 4 folds, considering
approximately 25% of data for testing and 75%
for training, of both groups (car and no-car). The
training was performed with 5000 epochs for each
fold. The CNN inputs are images of size 96x96.
Each image have a whole car or parts of it. The
results obtained by the Architecture 2 is shown
in Table 2. It can be seen that an average accu-
racy of 90.55% and an average error of classifica-
tion of 9.45%. This shows a good performance of
the proposed approach. We have trained consid-
ering more one CNN architecture: Architecture
1, shown in Table 1. In this case, it was consid-
ered for training only Fold I, because it was the
fold that presented the higher error rate (14.75%),



when using Architecture 1 the error of classifica-
tion was 16.11%. Another test was done with Fold
I, was trained again with another type of architec-
ture, more complex, as shown in Szegedy et al.
(2015). This architecture is of type inception,
which we will call here by Inception-v2, with 1000
epochs of training, giving an approximate error of
0.12%.

In Table 3, are shown the mean values of ac-
curacy and precision, tested with different videos
collected by the drone of LAR laboratory, con-
sidering the architectures: 1, 2 and Inception-
v2. It can be seen a difference of approximately
17% of accuracy between the proposed architec-
tures (1 and 2) and Inception-v2, what implies
that Inception-v2 was better than our architec-
tures (1 and 2), in terms of accuracy. It is neces-
sary to note that Inception-v2 has already trained
weights and we used the transfer learning tech-
nique to train Fold I. Furthermore, Inception-v2
takes more time to classify as it can be seen in Ta-
ble 3. On the other hand, it is needed to highlight
the good precision obtained by our architectures
(1 and 2). They presented almost 10% better than
Inception-v2. This means that the true positives
are almost perfect in our architectures (1 and 2).
These results indicate that it is necessary to in-
crease the dataset to improve the accuracy for any
video. Comparing the precision of Architectures 1
and 2, they are not different statistically, accord-
ing Test-T since p-value = 0.5363. However, as
the average precision obtained for Architecture 2
was better than Architecture 1, according Table
3, Architecture 2 will be considered for the task
of tracking of vehicles presented in next section.

Figure 5: Test Vehicle Tracking: Box green see
our LSTM track and the white box is from ground
truth (manually labeled) (Video#1).

Table 4: Training for Vehicle Tracking
No. Epochs IoU

Video#1
200 0.37077
1000 0.70266

Video#2
200 0.75823
500 0.79602

Table 5: Comparison between CFT and LSTM
tracker

CFT Our Tracker
IoU of Video#1 0.3154 0.7027
IoU of Video#2 0.9163 0.7960

Avg. IoU 0.6159 0.7494

4.3 Tracking of Vehicles

In Fig. 5, we can see an example of vehicle track-
ing from the perspective of the drone. In Table
4, are shown the number of epochs used to train
the LSTM recurrent network and the average of
Intersection-over-Union (IoU). It can noted also
the variation of number of epochs from one video
to another to have a good IoU. Video #1 has 800
frames whereas Video #2 has 500 frames. For
Video #1, one observe that are necessary 1000
epochs for getting IoU approximately equals to
70%, whereas for Video #2, only 200 epochs.

In Table 5, it is shown a comparison between
CFT and our LSTM tracker. It can be seen that
CFT in video#2 got a better IoU but in the
video#1, it got the worst. Certainly, we need
to consider more videos to get a conclusion, but,
considering an average of IoU obtained in these
two videos, our proposal was better than CFT for
tracking of vehicles.

5 CONCLUSION

In this paper, it was presented an architecture
based on deeper networks to turn a vehicle able
of recognizing and tracking specific car in a high-
way. The proposed system can receive and an-
alyze images captured by an UAV (drone), aim-
ing to track a vehicle. It is constituted by bio-
inspired algorithms: VOCUS2, CNN and LSTM.
The results obtained showed 90.55 % of average
accuracy in the dataset tested, what demonstrates
a good performance. From the comparative re-
sults, in terms of accuracy, Inception-v2 network
was better than the architecture proposed, but it
holds to note that for the classification Inception-
v2 network took longer time. On the other hand,
in terms of precision, the proposed architecture
had a better performance compared to Inception-
v2 network. In the tracking of vehicle task, the
proposed approach was compared with the corre-



lation filter tracker technique. The obtained result
showed that the proposed system got an IoU mean
of approximately 75% compared to 62% obtained
for the correlation filter tracker. One limitation is
that it is useful for images took to daylight, it does
not at night light. As future works, we intend to
increase the dataset and to use transfer learning
with the proposed architecture, for training in real
time for a specific car that is being tracked.
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