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Abstract: COVID-19 is an infectious disease exceptionally caused by the severe acute
respiratory syndrome. The disease has spread worldwide quickly and can lead to death in
just a few days. In this context, investigating rapid forms of detection that assist doctors
in the decision-making process is essential to saving lives. This paper investigates fourteen
Convolutional Neural Network architectures using Transfer Learning. We used a database
composed of 2,902 radiographs divided into three classes: Normal, COVID-19, and Viral
Pneumonia. The results showed that DenseNet201 presented the best results regarding the
classification reaching an average Recall of 92.1% and an F1 Score of 95.1%.
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1. INTRODUCTION

Coronavirus disease 2019 (COVID-19) is caused by severe
acute respiratory syndrome coronavirus 2 (SARS-CoV-2)
(Tsang et al., 2020). The illness has led to millions of
infected and thousands of deaths around the world. The
World Health Organization (WHO) released the Situa-
tion Report (World Health Organization, 2020) informing
18,142,718 cases and 691,013 deaths worldwide in August-
04th-2020. Almost half of the patients are only in the
Americas, counting 9,741,727 cases and 365,334 deceased.

Additionally to the high degree of contagiousness, the
disease evolves fast. According to Wilson et al. (2020), the
mortality in terms of days is a median of 13 days passed
from pneumonia confirmation to death. Therefore, it is
essential to provide tools that help diagnose the disease
as fast as possible, since early detection can give proper
treatment time.

Thus, this work investigates using deep neural networks to
help the diagnostic of COVID-19 by analyzing lung x-ray
images. The proposal fits a new field called Medicine 4.0
(Wolf and Scholze, 2017), in which one of the focus appli-
cation includes a combination of innovative artificial intel-
ligence technologies, including deep learning algorithms,
to develop Clinical Decision Support Systems.

The decision support system relates to procedures for
improving clinical decisions by providing evidence-based
medical information at the time of the doctor-patient
contact or the treatment decision (Schnurr et al., 2018).

Because COVID can lead the patient to death in a short
amount of time, as previously mentioned, and aiming slow-

ing down the contagiousness, it is essential to investigate
the manners of improving and fastening the diagnosis task.
Also, attending the new trends of Medicine 4.0, in this
work, we investigate the performance of fourteen convolu-
tional neural networks (CNNs), also known as deep neural
networks.

Usually, deep neural networks, especially the CNNs that
deal with images, are devised by many layers and con-
nections, making them computationally heavy to training
from scratch. Thus, a solution called transfer learning can
be applied to overcome this issue. The idea is to use
previous knowledge to solve related problems, as humans
use to do. Thus, transfer learning is a method of reusing a
model or knowledge for another related task (Sarkar et al.,
2018).

Regarding CNNs, some pre-trained models can be used
to leverage image-based tasks. In this context, we in-
vestigate fourteen architectures for detecting COVID-
19 as follows: DenseNet169, DenseNet201, Resnet50,
Mobilenet, VGG16, Mobilenet v2, DenseNet121, Nas-
net Large, VGG19, Xception, Inception Resnet v2, Incep-
tion v3, Nasnet Mobile, and Resnet50 V2. Moreover, we
use a database composed of 2,902 x-ray images, which is
the most common way of detecting lung diseases, conse-
quently being useful to detect COVID-19 infection.

The common features observed in the X-Ray images of
patients with COVID-19 are patchy infiltrates or opacities
that bear similarities to other viral pneumonia features
(Horry et al., 2020); thus, CNNs seem to be fitable to the
task, since its primary purpose is extracting features from
images.
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For this sake, this paper is divided as follows: Section 2
presents related works; Section 3 illustrates how CNN and
transfer learning work; Section 4 describes the dataset,
metrics and shows the results of the experiment; finally,
Section 6 presents the conclusions of this work.

2. RELATED WORK

Regular neural networks, such as Multi-Layer Perceptron
networks, are usually trained from scratch, relying only on
guidance training data. Then, in 1991, Pratt et al. (1991)
suggested that the training of a neural network could be
“recycled” in order to speed up the learning process, calling
this approach of transfer learning.

In 1998, (LeCun et al., 1998) proposed an extension of
Neural Networks, called CNN, that is devised by several
layers aiming image classification; thus, it is a natural
evolution that this new architecture also uses the trans-
fer learning technique. Particularly, these kinds of neural
networks have the innate ability to detect patterns into
images, making them attractive for biomedical image pro-
cessing.

Since then, many applications helping to diagnose many
diseases have been proposed. For example, Gulshan et al.
(2016) tries to detect diabetic retinopathy in retinal pho-
tographs. Ehteshami Bejnordi et al. (2017)’s work helps
to detect metastasis in lymph nodes. Ismail and Sovuthy
(2019) uses two CNNs, called VGG16 and ResNet50, to
identify breast cancer in IRMA’s x-ray dataset. Šarić
et al. (2019) investigates the classification of lung can-
cer in histopathological images, also using VGG16 and
ResNet50.

Recently, due to the 2020’s COVID pandemic, efforts have
been driven to help the diagnose of COVID-19 because it is
a fast illness; therefore, the faster the diagnostic, the better
the patient’s chances. Wang et al. (2020) investigates
the use of three CNN architectures named ResNet50,
ResNet101, and ResNet152 in an x-ray images database.

Waheed et al. (2020) proposes a model for augmenting an
x-ray dataset to improve the classification of the VGG16
CNN. Horry et al. (2020) studies seven CNN models for
classifying COVID in three different datasets.

In our work, we investigate the performance of four-
teen CNNs called: DenseNet169, DenseNet201, Resnet50,
Mobilenet, VGG16, Mobilenet V2, DenseNet121, Nas-
net Large, VGG19, Xception, Inception Resnet V2, In-
ception V3, Nasnet Mobile, and Resnet50 V2. These four-
teen CNNs were already made available in the Keras
package directly; therefore, it is unnecessary to go after
these CNNs.

3. CNN AND TRANSFER LEARNING

A CNN architecture is typically devised by three com-
ponents: convolutional layer, polling layer, and a fully
connected one. The convolutional layers use filters that
scan over a portion of the image and extract features from
it. These features are usually colors, shapes, and edges
that ultimately define a specific image (Beysolow II, 2017).
CNNs can have as many convolutional layers as necessary.

The more convolutional layers, the more features are ex-
tracted.

After convolutional layers, we add pooling layers that are
responsible for pooling the feature maps into an image
(Beysolow II, 2017), providing a dimensionality reduction.
The reduction is obtained by applying a single maximum
or average of the values inside a box produced by the
convolutional layer. Thus, the fully connected layers, a
regular MLP network, receive a smaller image than that
one presented to the CNN input. Figure 1 represents a
sketch of a CNN.

As several layers devise a CNN, we can quickly found pre-
trained ones to “recycle” the previous knowledge. Usually,
those CNNs were trained by an accessible image dataset
called ImageNet (imagenet, 2020) (Deng et al., 2009),
which is composed of 14,197,122 images; however, other
datasets can also have been used depending on the appli-
cation. Thus, the idea of transfer learning is to update the
CNN parameters using a new set of images. In this context,
Torrey and Shavlik (2009) defines transfer learning as the
improvement of learning in a new task through the transfer
of knowledge from a related task that has already been
learned.

All in all, transfer learning can present three main benefits
(Silva and Cortes, 2020):

• We can use models that were carefully designed by
experts;

• Because experts created those models, we do not need
to worry about what architecture or layers to use or
include;

• Due to their careful design, they tend to perform well
in image detection.

Next, we show the experiments we carried out in this
paper.

4. EXPERIMENTS

4.1 Environment and Setup

We implemented the application in Python Python (2020)
3.0 and the Neural Networks using Keras (Keras, 2020).
The code and the training step have been done in Google
Colaboratory Google (2020), also known as Google Colab.
This system was essential to this work because we can use
GPU computing for training the ANN.

The virtual machine is a two CPUs Intel R© Xeon 2.30 GHz,
14 GB of RAM, and 37.11 GB of HD. Even though we used
GPUs on the training step, we could not choose what type
of GPU we could connect. Usually, Colab includes Nvidia
K80s, T4s, and P4s. Using GPUs, the training step of each
fold takes about 40 minutes. Each CNN was trained using
ten epochs and k-fold with k=5; therefore, the training and
test proportion were 80/20. The parameter optimization
was done using Adam algorithm Kingma and Ba (2014)
with learning rate = 0.001, β1 = 0.9, and β1 = 0.999

4.2 Metrics

Firstly, it is necessary to define the meaning of true posi-
tives, true negatives, false positives, and false negatives.



Fig. 1. Representation of a CNN

True positives and true negatives are correct classifica-
tions, i.e., normal, pneumonia, and COVID-19 classified
correctly. In contrast, false positive and false negative are
wrong classifications. Having said that, we can define our
metrics.

Equation 1 present the first metric called precision. This
metric is the ratio between true positives and true positive
plus false positives. Thus, a low precision indicates that the
number of correct classifications is too low, or the number
of false positives is too high.

Precision =
TP

TP + FP
(1)

The next metric is the accuracy, as presented in Equation
2, which is the percentage of correct classifications. A
low accuracy could indicate that the number of wrong
classifications (false positives and false negatives) is high.

Accuracy =
TP + TN

TP + FP + TN + FN
(2)

The recall presented in Equation 3 is the ratio between the
true positives and true positives plus false positives. This
metric indicates that the algorithm is performing well in
classifying true positives. However, if this metric is low, it
can mean that a high number of misclassification is going
on. Thus, this metric is essential to minimize the number of
false negatives, which produce the patient’s worst scenario.

Recall =
TP

TP + FN
(3)

Finally, the F1 Score presented in Equation 4 is the har-
monic mean between precision and recall. In this context,
F1 ends up being a big picture of the performance because
precision takes into account false positives, and recall takes
into account false negatives. Thus, F1 Score gives an idea
of whether the classifying algorithm is providing too many
incorrect classifications.

F1 score =
2 × precision× recall

precision+ recall
(4)

4.3 X-Ray dataset

The dataset is from Kaggle composed of 2902 images in
three classes: 1340 (normal), 218 (COVID-19), and 1344

(Viral Pneumonia). Figure 2 present an excerpt of 6 images
with their respective classification.

(a) Normal (b) Pneumonia (c) COVID-19

(d) Normal (e) Pneumonia (f) COVID-19

Fig. 2. Classes Example: normal, viral pneumonia, and
COVID-19

All original images have the resolution 1024 x 1024, and
they have to be converted into images with resolution
of 224 x 224. Also, we performed the following oper-
ations in order to avoid the overfitting of the neural
network: rotation range = 50, width shift range = 0.2,
height shift ranged = 0.2, zoom range = 0.1, horizon-
tal flip = True, and vertical flip = True.

5. RESULTS

Table 1 shows the mean of the fourteen CNNs according to
the metrics presented previously. As we can see, Resnet50
reaches the best accuracy with 94.3%. Mobilenet achieved
the best precision. DenseNet201 got the best Recall and
F1 Score. And, ResNet50 V2 presented the worst results.
Next, we detail the results of DenseNet201, Resnet50,
and Mobilinet, showing the confusion matrix and training
curves.

As previously presented, DenseNet201 presented the best
Recall and F1 Score. Table 2 shows its the confusion ma-
trix; Figures 3 and 4 illustrates the training and validation
behavioral. As we can see, DenseNet201 misclassified only
25 cases in the average. The remarkable fact is that only
2 cases of Pneumonia were wrongly classified as COVID-
19, and no Normal x-rays were improperly classified as
COVID-19.



Table 1. Results in all fourteen CNNs: mean of accuracy, precision, recall, F1 Score and Loss

Model Accuracy Precision Recall F1 score Loss folds

Resnet50 0.943 0.983 0.915 0.946 0.035

Mobilenet 0.942 0.989 0.888 0.932 0.037

DenseNet169 0.939 0.984 0.892 0.933 0.040

Vgg16 0.934 0.988 0.869 0.921 0.033

DenseNet121 0.934 0.988 0.890 0.930 0.035

DenseNet201 0.933 0.987 0.921 0.951 0.031

Mobilenet v2 0.932 0.983 0.870 0.919 0.038

Vgg19 0.931 0.980 0.875 0.922 0.037

Xception 0.917 0.972 0.840 0.897 0.037

Nasnet Large 0.916 0.979 0.792 0.871 0.032

Nasnet Mobile 0.914 0.972 0.816 0.880 0.024

Inception v3 0.908 0.974 0.844 0.900 0.035

Inception Resnet v2 0.905 0.974 0.858 0.908 0.033

Resnet50 v2 0.678 0.749 0.151 0.214 0.256

Table 2. Best Confusion Matrix - DenseNet201

COVID-19 Normal Pneumonia

COVID-19 42 0 2

Normal 0 267 20

Pneumonia 2 1 247

Concerning the training and validation mean, curves of
accuracy tend to converge. On the other hand, the loss
tends to decrease until the fifth epoch; then the validation
curve tends to go up. Maybe because the overfitting
started, even though the difference increases only 0.05 in
the loss.

Fig. 3. Accuracy of training and validation in DenseNet201

Fig. 4. Loss of training and validation in DenseNet201

Considering that Resnet50 presented the best accuracy,
Table 3 shows its confusion matrix, in which we can see
that the Resnet50 was incorrect only in 26 cases (all of
them involving viral Pneumonia), being very similar to
DenseNet201.

Table 3. Best Confusion Matrix - Resnet50

COVID-19 Normal Pneumonia

COVID-19 42 0 3

Normal 1 267 20

Pneumonia 1 1 246

Figures 5 and 6 presents the mean of accuracy and loss as
epochs increase in ResNet50. As we can see, the accuracy
is going up toward one (100%). On the other hand, the
validation went up in the sixth epoch going down in the
next ones, which is a behavior we expect.

Fig. 5. Accuracy of training and validation in Resnet50

Regarding Mobilenet, we could see in Table 1 that the
referred CNN reaches the best precision; thus, Table 4
shows its confusion matrix, in which the number of mis-
classification is higher than DenseNet201 and ResNet50.

Table 4. Confusion Matrix - Mobilinet

COVID-19 Normal Pneumonia

COVID-19 39 0 2

Normal 4 263 22

Pneumonia 1 5 245



Fig. 6. Loss of training and validation in Resnet50

Moreover, Figures 7 and 8 shows that the accuracy and
loss curves are not converging to the same place, especially
considering the loss curve.

Fig. 7. Accuracy of training and validation in Mobilenet

Fig. 8. Loss of training and validation in Mobilinet

6. CONCLUSION

This paper presented an investigation of fourteen CNNs
trained by using transfer learning on classifying lung
infections based on x-rays, particularly COVID-19 and
viral pneumonia.

Results have shown that DenseNet201 reached the best
results in general because it got the best results in Recall

and F1 Score that are essential metrics based on false
negatives, i.e., this CNN produces less false negatives
whose the worst scenario is the patient’s death.

Mobilenet got the best accuracy. On the other hand,
it presented a higher number of misclassifications than
DenseNet201 and ResNet50.

Future work includes: (i) testing these fourteen CNNs in
other image datasets such as computerized tomographies
and ultrasound; and (ii) embedding the DenseNet201,
Resnet50, and Mobilenet in a mobile application to help
physicians with no access to computers in the moment of
the diagnosis.
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