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Abstract: Multi-input multi-output (MIMO) systems have been a major concern for decades. However, due to the intrinsic complexity raised by the process interactions and optimization issues, MIMO approaches have not been developed as extensively as the single-input single-output ones. Recently, nevertheless, several algorithms have been proposed to address this problem, most of them based on recursive algorithms and many dependent on the assumption that the transfer function denominator polynomials are the same for all subsystems. In this article, an iterative least-squares-based algorithm, a pseudolinear regression and a Gauss-Newton optimization-based algorithm are proposed to provide a continuous-time output-error multi-input single-output model by means of iterative strategies. The numerical simulations indicate the iterative least-squares-based and the pseudo-linear regression algorithms have similar performances and generate more accurate and precise estimates than the Gauss-Newton one, which presented averages and standard deviations of the parameters ranging from twice as large to one order of magnitude higher than those of the other two algorithms.
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1. INTRODUCTION

Multivariable systems are not uncommon in industrial processes, however, complexity rises significantly in identification procedures, both in terms of analysis and computational efficiency, as the number of subsystems increases in comparison to the single-input single-output (SISO) context, which occurs due to process interactions and optimization issues. Therefore, despite the SISO approach has been treated more extensively due to its simplicity, multi-input multi-output identification formulations have always been a major concern and some effort has been done on the past towards a multivariable identification approach (El-Sherief and Sinha, 1979) (Ljung, 1987).

In Rajapandiyan and Chidambaram (2012a) and Rajapandiyan and Chidambaram (2012b), the time-delay in the estimation and nonlinear optimization is presented as a rather faster option to obtain first- and second-order models with time delay in closed-loop than genetic algorithm-based methods. More recently, a set of algorithms have been developed to address the possibility of using diverse model structures, not including the time-delay as an estimated variable: FIR (Chan et al., 2019), ARX (Jin et al., 2014), ARMAX (Ding, 2014), ARARMAX (Liu et al., 2018), OE (He et al., 2019), OE with moving average (Zhang et al., 2011) and autoregressive error (Ding, 2018), BJ (Wang and Ding, 2016b) etc. These algorithms originate from different methods, for instance, gradient-based algorithms (Ding, 2018), generalised instrumental variables (Söderström, 2012) or linear squares (Liu and Ding, 2013), and allow the addition of features which improve their performance, such as hierarchical iterative principle (Ma et al., 2019), coupled-least squares (Ding, 2013), data filtering (Wang and Ding, 2016b) and bias compensator (Chan et al., 2019). Part of them assumes a common denominator polynomial associated to every subsystem.

Most of the proposed algorithms are recursive ones, although some iterative options are available, for example, Ding (2014) and Ding (2018). This latter category is characterized by providing a progressive approach to the true parameters, however, differently to the recursive algorithms, they use the whole batch of data to obtain each new estimate.

Decomposition of a multi-input single-output (MISO) model into their SISO submodels is a strategy used in Yan et al. (2016) and He et al. (2019). In this article, an idea similar to that used in He et al. (2019) is followed, in which an output error MISO model is decomposed into a set of SISO models and their responses are accumulated to produce the overall output estimation that composes the prediction error. Nevertheless, instead of following the recursive approach, three iterative algorithms are proposed to estimate the parameter vector: an iterative fixed uncorrelated variables linear squares, along with the recursive fixed uncorrelated variables linear squares (Liu and Ding, 2013), and allow the addition of features which improve their performance, such as hierarchical iterative principle (Ma et al., 2019), coupled-least squares (Ding, 2013), data filtering (Wang and Ding, 2016b) and bias compensator (Chan et al., 2019). Part of them assumes a common denominator polynomial associated to every subsystem.

Most of the proposed algorithms are recursive ones, although some iterative options are available, for example, Ding (2014) and Ding (2018). This latter category is characterized by providing a progressive approach to the true parameters, however, differently to the recursive algorithms, they use the whole batch of data to obtain each new estimate.

Decomposition of a multi-input single-output (MISO) model into their SISO submodels is a strategy used in Yan et al. (2016) and He et al. (2019). In this article, an idea similar to that used in He et al. (2019) is followed, in which an output error MISO model is decomposed into a set of SISO models and their responses are accumulated to produce the overall output estimation that composes the prediction error. Nevertheless, instead of following the recursive approach, three iterative algorithms are proposed to estimate the parameter vector: an iterative fixed uncorrelated variables linear squares, which is proposed in this work, along with a pseudo-linear regression, and a Gauss-Newton-based optimization, all of them providing continuous-time models for open-loop plants. The three algorithms performances are compared by means of a numerical simulation example.
2. PROBLEM STATEMENT

Let \( G(s) \) be the transfer matrix that describes the dynamics of a MISO continuous-time linear time-invariant (LTI) system with \( m \) inputs:

\[
G(s) = \begin{bmatrix} G_1(s) & G_2(s) & \cdots & G_m(s) \end{bmatrix}
\]

\[
= \begin{bmatrix} B_1(s) & B_2(s) & \cdots & B_m(s) \end{bmatrix}
\frac{F_1(s)}{F_2(s)} \cdots \frac{F_m(s)}{F_2(s)}
\]

(1)

\[
B_i(s) = b_{i,1}s^{n-1} + b_{i,2}s^{n-2} + \ldots + b_{i,n}
\]

\[
F_i(s) = s^n + f_{i,1}s^{n-1} + f_{i,2}s^{n-2} + \ldots + f_{i,n}
\]

in which \( i = 1, 2, \ldots, m \), and \( n \) is the model order.

If one decides to identify this system with an ARX model structure, one should make some decisions relative to the model order. For example, if the subsystems are of first order and it is made the choice of using \( n \)-order models to describe each input-output dynamics, since this is the structure which best models their relation, the overall model will lack degrees of freedom because there will be only \( n \) poles available to describe the dynamics of all subsystems. In order words, the model will be under-parametrized.

Instead, one may choose to provide more degrees of freedom to the model by using a higher-order model. For instance, if the system has three inputs and each submodel is of first order, a third-order model can be used in the model for each pole in the true system. In this case, the overall model will be over-parametrized, since there will be two extra zeros and poles in the model for each input-output combination, providing the model with exceeding degrees of freedom. Ideally, this should not be an issue due to the fact that the extra zeros in each sub-model are expected to cancel with the poles that approximate the other sub-models dynamics. Whenever disturbances are present, however, such cancellations are not guaranteed.

Another possibility would be to apply a model reduction technique, for example, balanced truncation, on the high-order models so one can reduce the model to \( n \)-th order ones.

In summary, there exists an issue regarding matching the model order with the true system one. One option to solve this problem would be the selection of a corresponding model structure to identify the true model, with each input-output combination modelled with independent poles, as shown in equation (1). The immediate obstacle to applying this structure is the fact that, in order to obtain the correct parameters for each sub-model, it would require the knowledge of the contributions from each input to the output, which are unknown. The goal in this article is, therefore, to solve this problem by proposing the identification of the multivariable system with a model structure which accounts for independent poles for each subsystem.

3. PROPOSED METHOD

Converting the transfer matrix of equation (1) into the continuous-time domain by means of equivalent transfer operators, the measured output \( y(t) \) is given by:

\[
y(t) = \sum_{i=1}^{m} G_i(p)u_i(t) + n(t)
\]

(4)

where the signals \( \{y_1(t), \ldots, y_m(t)\} \) are the system responses to the inputs \( u_1(t), \ldots, u_m(t) \), respectively, which compound the output \( y(t) \), \( n(t) \) is white noise and \( p \) is the derivative operator.

The following output error model structure will be used:

\[
y(t) = \sum_{i=1}^{m} B_i(p)u_i(t) + e(t)
\]

(5)

\[
B_i(p) = b_{i,1}p^{n-1} + \ldots + b_{i,n}
\]

(6)

\[
F_i(p) = p^n + f_{i,1}p^{n-1} + \ldots + f_{i,n}
\]

(7)

where \( p \) is the derivative operator. It is important to highlight that not only \( B_i(p) \) must be different for each subsystem but also \( F_i(p) \) must be assigned as an independent polynomial for each input.

3.1 Initial Model

A MISO ARX model is estimated in order to provide an initial model for the system. It may be of any order but there exists a trade-off to make, which is discussed in the next section.

It is proved in Ljung and Wahlberg (1992) that, if both the number of samples and model order tend to infinity, and the former increases much faster than the latter, the identified rational model tends to the true system. Thus, it is suggested to start assuming this condition is approached, choosing an initial high-order model. Assuming the systems to be of order \( n \), the initial model is suggested to be of order \( n \times m \).

The initial ARX model structure is thus given by:

\[
A(p; \eta)y(t) = \sum_{i=1}^{m} \Gamma_i(p; \eta)u_i(t) + e(t)
\]

(8)

\[
A(p; \eta) = p^{n \times m} + a_1 p^{n \times m-1} + \ldots + a_{n \times m}
\]

(9)

\[
\Gamma_i(p; \eta) = \gamma_{i,1} p^{n \times m-1} + \ldots + \gamma_{i,n \times m}
\]

(10)

where \( e(t) \) is the estimation error.

Applying the state-variable filter method (see section 4) and understanding that an operator \( p \) with a negative operator \( j \) is equivalent to an integration of the corresponding function, executed \( j \) times over the integration interval, the data vector is defined therefore as:

\[
\phi(t) = [-p^{-1}y(t) ~ \ldots ~ -p^{-n \times m}y(t)]
\]

(11)

\[
p^{-1}u_1(t) ~ \ldots ~ p^{-n \times m}u_1(t) ~ \ldots
\]

\[
p^{-1}u_m(t) ~ \ldots ~ p^{-n \times m}u_m(t)
\]

and the parameter vector:

\[
\eta = [a_1 \ldots a_{n \times m} \gamma_{1,1} \ldots \gamma_{1,n \times m} \ldots \gamma_{m,1} \ldots \gamma_{m,n \times m}]^T
\]

(12)

the initial model predictor is given by:

\[
y^M(t; \eta) = [1 - p^{-n \times m}A(p, \eta)]y(t) + \sum_{i=1}^{m} [p^{-n \times m}\Gamma_i(p, \eta)u_i(t)]
\]

(13)

and the error to be minimized:

\[
e(t; \eta) = y(t) - y^M(t; \eta)
\]

(14)

\[
e(t) = y(t) - \phi(t)^T \eta.
\]
The previous formulas are applied at each sample instant \( t = t_r \), where \( r = 1, 2, \ldots, N \) are the data samples, and the parameter estimate is obtained by means of least squares as follows:

\[
\hat{\eta} = \left[ \sum_{r=1}^{N} \phi(t_r)\phi(t_r)^T \right]^{-1} \sum_{r=1}^{N} \phi(t_r)y(t_r)
\]  

(15)

Now that one has a model, one may proceed to the computation of a lower-order model, whose subsystems are of order \( n \).

3.2 Iterative fixed uncorrelated variables linear squares

The first method consists in finding a parameter vector \( \hat{\theta} \) that makes a vector \( \zeta(t) \) — compounded by past values of \( y(t), u_i(t) \) and \( \hat{\theta} \) — to be uncorrelated with the error vector, i.e. if \( Z^N \) is the experimental data, \( \hat{\theta} \) is the solution for the equation:

\[
f_N(\theta; Z^N) = \frac{1}{N} \sum_{r=1}^{N} \zeta(t_r; \theta)e(t_r; \theta) = 0
\]  

(16)

\[
e(t; \theta) = y(t) - \phi^T(t; \theta)\theta.
\]  

(17)

The \( \phi(t; \theta) \) vector will comprise the inputs and their individual responses. Since the latter are not available, the simulated noise-free responses generated by the initial model which was assumed to tend to the true model will be used instead. The model structure now changes to the output error one described by equations (5) to (7) so that one may estimate \( m \) sets of transfer functions of order \( n \), each one corresponding to an input and with its own and independent set of poles and zeros.

The simulated noise-free response is defined as:

\[
w(t) = \sum_{i=1}^{m} w_i(t)
\]  

(18)

\[
w_i(t) = \sum_{j=1}^{m} \frac{r_j}{f_j(p)} u_i(t),
\]  

(19)

in which \( w_i(t) \) are the contributions from each input to the output response. The output predictor for the output error model based on its past values is given as follows:

\[
\hat{y}^V(t; \theta) = \sum_{i=1}^{m} \hat{y}^V_i(t; \theta)
\]  

(20)

\[
\hat{y}^V_i(t; \theta) = -f_{i,1}\rho^{-1}w_i(t) - \ldots - f_{i,n}\rho^{-n}w_i(t)
\]  

(21)

The output predictor is now defined in function of a data and a parameter vectors:

\[
\hat{y}^V(t; \theta^V) = \phi^V(t; \theta^V)
\]  

(22)

\[
\phi^V(t) = [\phi^V_1(t)^T \phi^V_2(t)^T \ldots \phi^V_m(t)^T]^T
\]  

(23)

\[
\phi^V_i(t) = [-\rho^{-1}w_i(t) - \rho^{-2}w_i(t) \ldots - \rho^{-n}w_i(t)]
\]  

(24)

\[
\theta^V = [\theta_1^V]^T \theta_2^V \ldots \theta_m^V
\]  

(25)

\[
\theta^V_i = [f_{i,1} f_{i,2} \ldots f_{i,n} u_{i,1} u_{i,2} \ldots u_{i,n}]^T
\]  

(26)

One should account for the fact that the contributions from each input are not available and, therefore, their values are computed based on a previous model by means of filtering with (19). Assuming the last estimated model to be the best approximation for the true response, and defining \( k \) as the iteration index, it will be used in the composition of \( \phi^V(t; \theta) \), then, the equations (20) to (24) will be rewritten as follows:

\[
\hat{y}^V(t; \hat{\theta}^V_k, \theta^V) = \sum_{i=1}^{m} \hat{y}^V_i(t; \hat{\theta}^V_k, \theta^V)
\]  

(27)

\[
\hat{y}^V_i(t; \hat{\theta}^V_k, \theta^V) = -f_{i,1}\rho^{-1}w_i(t; \hat{\theta}^V_k) - \ldots - f_{i,n}\rho^{-n}w_i(t; \hat{\theta}^V_k) + b_{i,1}\rho^{-1}u_i(t) + \ldots + b_{i,n}\rho^{-n}u_i(t).
\]  

(28)

\[
\hat{y}^V(t; \hat{\theta}^V_k, \theta^V) = \phi^V(t; \hat{\theta}^V_k, \theta^V)\theta^V
\]  

(29)

\[
\phi^V(t; \hat{\theta}^V_k) = \left[ \hat{\theta}^V_1(t; \hat{\theta}^V_k)^T \hat{\theta}^V_2(t; \hat{\theta}^V_k) \ldots \hat{\theta}^V_m(t; \hat{\theta}^V_k) \right]^T
\]  

(30)

\[
\phi^V_i(t; \hat{\theta}^V_k) = [-\rho^{-1}w_i(t; \hat{\theta}^V_k) - \rho^{-2}w_i(t; \hat{\theta}^V_k) \ldots - \rho^{-n}w_i(t; \hat{\theta}^V_k)]
\]  

(31)

Thus, the prediction error is defined as:

\[
e^k(t; \hat{\theta}^V_k, \theta^V) = y(t) - \hat{y}^V(t; \hat{\theta}^V_k, \theta^V)
\]  

(32)

\[
e^1(t; \hat{\theta}^V_k, \theta^V) = y(t) - \phi^V(t; \theta^V)\theta^V
\]  

(33)

\[
\phi^V(t; \theta^V) = [\phi^V_1(t; \theta^V)^T \phi^V_2(t; \theta^V)^T \ldots \phi^V_m(t; \theta^V)^T]^T
\]  

(34)

\[
\phi^V_i(t; \theta^V) = [-\rho^{-1}z_i(t; \theta^V) - \rho^{-2}z_i(t; \theta^V) \ldots - \rho^{-n}z_i(t; \theta^V)]
\]  

(35)

\[
z(t; \hat{\theta}) = \hat{y}^V(t; \hat{\theta}) = \sum_{i=1}^{m} \Gamma_i(p; \hat{\theta})^T u_i(t).
\]  

(36)

Similarly to what happens in a instrumental variables algorithm, the vector \( \zeta(t; \theta) \) is chosen in such a way it is uncorrelated with the noise, which is equivalent to determine that it does not depend on the output. The instruments will be chosen to be the input and the model output response but, this time, the initial model will be always used to obtain the responses from each input. Hence:

\[
\zeta^V(t; \hat{\theta}) = [\zeta^V_1(t; \hat{\theta})^T \zeta^V_2(t; \hat{\theta})^T \ldots \zeta^V_m(t; \hat{\theta})^T]^T
\]  

(37)

\[
\zeta_i^V(t; \hat{\theta}) = [-\rho^{-1}z_i(t; \hat{\theta}) - \rho^{-2}z_i(t; \hat{\theta}) \ldots - \rho^{-n}z_i(t; \hat{\theta})]
\]  

(38)

The parameter vector \( \hat{\theta}^V \) is finally estimated with a bootstrap method to solve the perform the regression also analogously to that found in instrumental variables method, so that one has:
\[ \hat{\theta}^{PLR, k+1} = \left[ \sum_{r=1}^{N} \xi^I(t_r; \hat{\theta}) \phi^I(t_r; \hat{\theta})^T \right]^{-1} \times \left[ \sum_{r=1}^{N} \xi^I(t_r; \hat{\theta}) y(t_r) \right] \] (39)

3.3 Pseudo-linear regression

Another application of a bootstrap method would be for estimating the parameter vector by means of solving a pseudo-linear regression. In this case, most of the theory presented in the previous section remains the same, but the definitions of the vectors \( \varphi(t; \theta) \) and \( \zeta(t; \theta) \) will change.

For this case, \( \zeta(t; \theta) = \varphi(t; \theta) \) and \( \varphi(t; \theta) \) will be no longer given as a function of the initial model, but will be recomputed at each iteration as function of the last estimated model. Thus, the definitions are adapted as follows:

- Output predictor:
  \[ \hat{y}^{PLR}(t; \hat{\theta}^{PLR}, \hat{\theta}^{PLR, k}) = \sum_{i=1}^{m} \phi^I(t; \hat{\theta}^{PLR}, \hat{\theta}^{PLR, k}) \] (40)

- Data vector:
  \[ \phi^I(t; \hat{\theta}^{PLR, k}) = \left[ \phi^I(t; \hat{\theta}^{PLR, k})^T \right] \] (42)

- Parameter vector:
  \[ \hat{\theta}^{PLR} = \left[ \hat{\theta}^{I, PLR}_1 \hat{\theta}^{I, PLR}_2 \ldots \hat{\theta}^{I, PLR}_m \right]^T \] (45)

3.4 Prediction-Error Method and Non-linear Optimization

Finally, a last method consists on solving a non-linear optimization problem by means of the application of the Gauss-Newton method.

Following the developments in Ljung (1987) and Zhu (2001), let the experiment data be referred to as the variable \( Z^N \) and the cost function be defined by:

\[ V_N(\theta; Z^N) = \frac{1}{N} \sum_{r=1}^{N} \frac{1}{2} \varepsilon(t_r, \theta)^2 = \frac{1}{N} \sum_{r=1}^{N} \frac{1}{2} [y(t_r) - \hat{y}(t_r ; \theta)]^2. \] (49)

Its gradient at a given point \( \theta^k \) is obtained from the equation:

\[ V'_N(\theta^k; Z^N) = -\frac{1}{N} \sum_{r=1}^{N} \psi(t_r; \theta^k) \varepsilon(t_r, \theta^k), \] (50)

\( \psi(t; \theta^k) \) in which the gradient of the predicted output \( \hat{y}(t; \theta^k) \). Here, the latter will be defined directly as the filtered input:

\[ \hat{y}(t; \theta) = \sum_{i=1}^{m} \frac{B_i(\rho)}{F_i(\rho)} u_i(t). \] (51)

The derivatives of \( \hat{y}(t; \theta) \) relative to the parameters are:

\[ \frac{\partial}{\partial \theta^k} \hat{y}(t; \theta) = -\frac{B_i(\rho; \theta^k)}{F_i(\rho; \theta^k)} \rho^{n-1} u_i(t). \] (52)

\[ \frac{\partial}{\partial \theta^k} \hat{y}(t; \theta) = \frac{1}{F_i(\rho; \theta^k)} \rho^{n-1} u_i(t), \] (53)

which leads to the gradient of \( \hat{y}(t; \theta) \), at a point \( \theta^k \). Applying the filter \( \rho^{-n} \) to this gradient, it is given by:

\[ \rho^{-n} \psi(t; \theta^k) = \rho^{-n} \frac{\partial}{\partial \theta^k} \hat{y}(t; \theta^k) \bigg|_{\theta=\theta^k} \]

\[ = \rho^{-n} \left[ \frac{B_i(\rho; \theta^k)}{F_i(\rho; \theta^k)} \rho^{-1} u_i(t) \ldots \frac{B_i(\rho; \theta^k)}{F_i(\rho; \theta^k)} \rho^{-1} u_i(t) \right]^T \]

\[ = \rho^{-n} \left[ \frac{B_i(\rho; \theta^k)}{F_i(\rho; \theta^k)} \rho^{-1} u_i(t) \ldots \frac{B_i(\rho; \theta^k)}{F_i(\rho; \theta^k)} \rho^{-1} u_i(t) \right]^T \]

In the Gauss-Newton method, the value \( H_N(\theta_{GN}^{N, k}) \) is used as an approximation of the Hessian of the predicted error \( \varepsilon(t; \theta) \) and is given by:

\[ H_N(\theta_{GN}^{N, k}) = \frac{1}{N} \sum_{r=1}^{N} \psi(t_r; \theta_{GN}^{N, k}) \psi^T(t_r; \theta_{GN}^{N, k}). \] (55)
Finally, it is important to highlight the fact that, following the continuous-time approach presented therein, the derivative operations over the collected data are actually not realizable, which requires the use of some strategy to perform the model estimation. One possible solution, which was used in the methods, is the use of the state-variable filter (SVF) method (Wang and Garnier, 2008). The filters to be used are:

\[ L(\rho) = \rho^{-n \times m}, \quad (57) \]

for the initial model, and:

\[ L(\rho) = \rho^{-n}, \quad (58) \]

for the \( n \)-th-order models ultimately obtained.

SVF was used in the development of the methods by changing the linear regression equation. For example, to obtain the data vector defined in (11), the inputs and outputs in equation (8) are substituted by their filtered versions, so that one has:

\[ L(\rho) A(\rho; \eta) y(t) = \sum_{i=1}^{m} L(\rho) \Gamma(\rho; \eta) u_i(t) + e(t), \quad (59) \]

from which the further definitions in the section may be derived.

**Example 1.** Let a system be modelled by the following transfer matrix:

\[ G(s) = \left[ \frac{5}{s^2 + 2} \right]. \quad (60) \]

In order to illustrate the algorithms evolution along the iterations, a numerical simulation is performed with this model such that a step signal is applied to each input at different instants. The output is noise-free. The input-output data from this simulation can be observed in Figure 1.

![Figure 1. Input-output data of numerical simulation described in Example 1.](image-url)
mean square value (MSE), less than $10^{-5}$ or a maximum of 50 iterations. The algorithm converged, in this case, with 31 iterations. It is possible to notice that the response generated by the models resulting from the first iterations are rather less accurate than the one generated by the initial higher-order model, nevertheless the error reduces gradually until it provides a better approximation than the one obtained with the initial model.

Figure 2. Iterative fixed uncorrelated variables least squares models responses through the algorithm iterations.

5. NUMERICAL SIMULATIONS

Numerical simulations to evaluate the algorithms performance are presented in the following. The simulated system is the Wood-Berry distillation column (Wood and Berry, 1973). Transport delay assumed known and, without loss of generality, set to zero in this paper. PRBS input signals were applied to inputs 1 and 2 with switching periods of 3.6 min and 3.0 min, respectively. White noise with $\sigma^2 = 4$ is added to output 1, which is used in the identification process; $T_d = 0.1$ min and $T_{sim} = 200$ min;

Table 2 shows the values of the true parameters used in the simulated models.

For each case, 100 simulations are executed, with the same input but with different realizations of the output noise. The parameters are then computed with each algorithm and their averages and standard deviations are showed in Table 3. This table presents also the average approximation errors, evaluated by means of the MSE (mean square error), obtained with each algorithm. For the three iterative algorithms, the stopping criteria is defined by a relative reduction in the MSE less than $10^{-5}$ or a maximum of 50 iterations. Figure 3 shows one input-output realization and Figures 4 to 6 illustrate the responses from the 100-model set obtained with each algorithm along with the true response.

Table 3. Numeric simulations results with the three evaluated algorithms: pseudo-linear regression (PLR), iterative fixed uncorrelated variables least squares (IFUV-LS) and Gauss-Newton optimization (GN).

From the MSE values, it is possible to observe that the pseudo-linear regression and the IFUV-LS perform rather
similarly, with a slight difference in accuracy and precision. The Gauss-Newton method, on the other hand, had a poor performance as compared to the other two algorithms, with essentially all averages and standard deviations ranging from twice as large to one order of magnitude higher than those of the other two algorithms. These numbers are well elucidated by the Figures 4 to 6, where one can visualize that the 100 models generated by the first two algorithms almost overlap the true response, evidencing a reasonable accuracy and precision for the PRBS input signal, while the Gauss-Newton models present a number of responses clearly different to the one generated by the true model.

6. CONCLUSION

In this work three iterative algorithms to render a continuous-time output-error MISO model have been presented and compared. One of them is proposed herein and is inspired in the instrumental variables method, with the difference of using a fixed matrix with the initial model responses as the uncorrelated variable in the estimation, while the data vector is updated throughout the iterations. The other ones consist in an adaptation of the pseudo-linear regression approach and the Gauss-Newton method to address the model output-error model structure as treated herein, by means of a decomposition into SISO models whose responses are accumulated to form the prediction error. The results demonstrate that the Gauss-Newton method was outperformed by the other two methods, which presented similar performance, both in accuracy and precision.

Further research is to be performed in order to: investigate the impact in performance due to the use of lower-order models as the initial model, as well as due to the choice of different model reduction strategies in the Gauss-Newton method; verify the proposed algorithms robustness in the identification of higher-order models; develop on consistency analysis; and extend the methods to allow the inclusion of time-delays.
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