H-INFINITY CONTROL OF A 3-DOF RRR SPATIAL SERIAL MECHANISM
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Abstract—The usage of serial manipulators in industry is very common, mostly for repetition tasks. Their dynamic models are nonlinear and usually involve uncertainties due to dynamic modeling error, dynamic parameter variation, unmodeled dynamics and unknown disturbances. To control this type of system, a combination of a feedback linearization algorithm and a $H_{\infty}$ robust control method is proposed. Simulations have been performed to prove the control system robustness against model uncertainties.
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Resumo—O uso de robôs seriados na indústria é muito comum, principalmente para tarefas repetitivas. Seus modelos dinâmicos são não-lineares e geralmente envolvem incertezas devido a erros de modelagem dinâmica, variação de parâmetros dinâmicos, dinâmicas não modeladas e distúrbios desconhecidos. Para controlar este tipo de sistema, uma combinação de linearização por realimentação e controle robusto $H_{\infty}$ é proposta. Simulações foram realizadas para comprovar a robustez do sistema de controle frente às incertezas de modelo.
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1 Introduction

Serial manipulators are widely used in industry for material handling, pick and place operations and other processes that involve repeated movements (Moradi et al., 2010). Although serial mechanisms have simpler and more consolidated models than parallel ones, it is known that their dynamics are highly coupled and nonlinear, requiring a nonlinear controller or a robust linear controller capable of dealing with these nonlinearities.

Regarding the robust linear controller, the $H_{\infty}$ control technique has been proved to be a powerful method to control not only nonlinear systems, but also systems with uncertainties due to dynamic modeling error, dynamic parameter variation, unmodeled dynamics and unknown disturbances (Franco et al., 2006; Fu and Mills, 2007; Lee and Cheng, 1996). Yet, the $H_{\infty}$ control method assumes that the dynamic system is linear, so a linearization technique is needed to successfully apply it to a nonlinear system. One option is the feedback linearization procedure. Although its algorithm is complex to evaluate in real time applications, it has shown a good performance (Buondonno and De Luca, 2016).

In the work reported here, the proposed control system combines the performance of the feedback linearization algorithm with the robustness of the $H_{\infty}$ control method to control a nonlinear uncertain system. The article is organized as follows. Section 2 describes the dynamic model of the 3-DOF RRR spatial serial mechanism and Section 3 deduces the feedback linearization algorithm used to linearize it. Section 4 computes the $H_{\infty}$ robust control and analyzes its robustness properties. Section 5 presents and discusses the simulation results. Finally, the conclusions are drawn in Section 6.

2 Dynamic Modeling

The dynamic model of a serial mechanism can be written as:

$$M(q)\ddot{q} + V(q, \dot{q}) + G(q) = \tau,$$

where $M(q)$ is the inertia matrix, $V(q, \dot{q})$ is the vector of centrifugal and Coriolis terms, $G(q)$ is the vector of gravitational forces, $q$ is a column-matrix of independent generalized coordinates, whose entries are relative displacements of the joints, and $\tau$ is a column-matrix of the generalized actuators’ efforts in the directions of the independent quasi-velocities $\dot{q}$ (Coutinho and Coelho, 2016; Dobrianskyj et al., 2014; Craig, 2005).

To obtain the dynamic model of a 3-DOF RRR spatial serial mechanism (Fig. 1), the Lagrangian formalism was applied (Lanczos, 2012) using the Denavit-Hatenuberg parameters described in Table 1. The resultant dynamic model is given by:

$$M(q) = \begin{bmatrix}
    D_{11} & D_{12} & D_{13} \\
    D_{12} & D_{22} & D_{23} \\
    D_{13} & D_{23} & D_{33}
\end{bmatrix},$$

(2)
\[
V(q, \dot{q}) = \begin{bmatrix}
D_{111} & D_{112} & D_{113} \\
D_{211} & D_{212} & D_{213} \\
D_{311} & D_{312} & D_{313}
\end{bmatrix}
\begin{bmatrix}
\dot{q}_1^2 \\
\dot{q}_2^2 \\
\dot{q}_3^2
\end{bmatrix} +
2\begin{bmatrix}
D_{112} & D_{113} & D_{123} \\
D_{212} & D_{213} & D_{223} \\
D_{312} & D_{313} & D_{323}
\end{bmatrix}
\begin{bmatrix}
\dot{q}_1 \dot{q}_2 \\
\dot{q}_1 \dot{q}_3 \\
\dot{q}_2 \dot{q}_3
\end{bmatrix},
\]

(3)

\[
G(q) = \begin{bmatrix}
D_1 & D_2 & D_3
\end{bmatrix}^T,
\]

(4)

\[
q = \begin{bmatrix}
q_1 \\
q_2 \\
q_3
\end{bmatrix}^T,
\]

(5)

\[
\tau = \begin{bmatrix}
\tau_1 \\
\tau_2 \\
\tau_3
\end{bmatrix}^T,
\]

(6)

with its coefficients given in terms of the vector \( q \), the mass \( m_i \) of the \( i^{th} \) rigid body of the mechanical system, \( l_i \), and \( l_{gi} \) whereas the first is the \( i^{th} \) link length and the second is the distance from the beginning of the \( i^{th} \) link to its center of mass, and the principal moments of inertia \( J_{xi}, J_{yi}, J_{zi} \) of the \( i^{th} \) mechanical system’s rigid body in relation of its center of mass:

\[
D_1 = 0
\]
\[
D_2 = m_2 l_2 g \cos(q_2) + m_3 (l_2 \cos(q_2) + l_3)
\]
\[
D_3 = m_3 l_3 g \cos(q_2 + q_3)
\]
\[
D_{11} = J_{x2} \sin^2(q_2) + J_{z2} \sin^2(q_2 + q_3) + J_{y2} + J_{y3} \cos^2(q_2 + q_3) + (J_{y2} + m_2 \cos^2(q_2) + m_3 \cos(q_2 + q_3))^2
\]
\[
D_{22} = J_{zz} + J_{x3} + m_2 l_2^2 + m_3 l_3^2\sin(q_2) + l_2^2 \sin(q_2 + q_3)
\]
\[
D_{33} = J_{zz} + m_3 l_3^2 \sin(q_2 + q_3)
\]
\[
D_{12} = D_{13} = 0
\]
\[
D_{23} = J_{x3} + m_3 l_3 (l_2 \cos(q_3) + l_3)
\]
\[
D_{111} = D_{122} = D_{133} = 0
\]
\[
D_{112} = \frac{1}{2} \sin(2q_2) J_{x2} - J_{y2} - 2m_2 \cos(q_2) + l_{y3} \sin(q_2) + l_3 \sin(q_2 + q_3)
\]
\[
D_{113} = \sin(q_2 + q_3) (-m_3 l_3 \cos(q_2) + (J_{x3} - J_{y3} - m_3 l_3^2 \cos(q_2 + q_3))
\]
\[
D_{123}, D_{223}, D_{231} = 0
\]
\[
D_{211} = \frac{1}{2} (-J_{x2} \sin(q_2) + (J_{y2} + m_3 l_3^2 \sin(2q_2) + m_3 \sin(2q_2) l_2^2 + 2m_2 l_2 \sin(2q_2 + q_3) + (-J_{x3} + J_{y3} + m_3 l_3^2 \sin(2q_2)
\]
\[
D_{223} = -m_3 l_3 \sin(q_3)
\]
\[
D_{311} = (m_3 l_3 \cos(q_2) + (-J_{x3} + J_{y3} + m_3 l_3^2 \cos(q_2 + q_3)) \sin(q_2 + q_3)
\]
\[
D_{322} = m_3 l_3 \sin(q_3)
\]
\[
D_{333} = 0
\]
\[
D_{312} = D_{313} = D_{323} = 0.
\]

(7)

<table>
<thead>
<tr>
<th>Table 1: Denavit-Hartenberg parameters for the RRR spatial serial mechanism.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

Figure 1: RRR spatial serial mechanism.

3 Feedback Linearization

The feedback linearization technique allows to obtain a linear input-output response from a nonlinear system by defining a new input to algebraically transform the original nonlinear system into a linear one (El Hajaji and Ouladsine, 2001; Slotine et al., 1991; Craig, 2005). For the dynamic model presented in Section 2, the input \( \tau \) could be defined in terms of a new input \( \hat{\tau} \) as:

\[
\tau = \alpha \hat{\tau} + \beta,
\]

(8)

resulting in a new dynamic model given by:

\[
M(q) \ddot{q} + V(q, \dot{q}) + G(q) = \alpha \hat{\tau} + \beta.
\]

(9)

Defining \( \alpha = M(q) \), \( \beta = V(q, \dot{q}) + G(q) \) and \( \hat{\tau} = -2\lambda \dot{\hat{\tau}} - \lambda^2 (q - \hat{\tau}) \) with \( \dot{\hat{\tau}} \) as the new control signal and \( \lambda \) a scalar factor working as the natural frequency of \( \hat{\tau} \), equation (9) becomes:

\[
\ddot{q} + 2\lambda \dot{q} + \lambda^2 q = \lambda^2 \hat{\tau},
\]

(10)

which corresponds to the dynamic model of a second order linear system with transfer function ma-
trix given by:

\[
\frac{q(s)}{\tau(s)} = \frac{\lambda^2}{(s + \lambda)^2} \times I_3, \tag{11}
\]

with \(I_3\) as the third order identity matrix. However, in practice it’s not possible to exactly remove all nonlinearities from (9) due to uncertain parameters in the system model. To design a controller capable of dealing not only with model uncertainties but also with external disturbances, a robust control technique is proposed in the next section.

### 4 \(H_\infty\) Control

The \(H_\infty\) control methods solve mathematical optimization problems to synthesize controllers that guarantee robust stability and performance of the closed-loop system. Despite the high level mathematical understanding needed to apply them successfully, \(H_\infty\) techniques have the advantage to be easily applicable to multi-variable systems with cross-coupling between channels.

Differently from classical control theory, the \(H_\infty\) control performance specifications are expressed not in terms of, for example, settling time or maximum peak response, but essentially in terms of the \(H_\infty\) norm. In the specific case of the \(H_\infty\) loop-shaping technique, performance specifications are defined through low and high frequency barriers (Skogestad and Postlethwaite, 2007). To fit the system response according to these barriers – thus guaranteeing robustness – pre and pos compensator functions must be defined to shape the controlled mechanism singular values into the desired format.

In order to synthesize a controller using \(H_\infty\) loop-shaping method and guarantee robustness, four steps need to be followed:

1. Define control requirements through frequency barriers;
2. Choose appropriate weight functions (\(W_1\) and \(W_2\)) in order to impose that the shaped plant \(G_s = W_2GW_1\) singular values respect the frequency barriers;
3. Solve the robust stabilization problem for the shaped plant \(G_s = W_2GW_1\) to obtain the stabilizing controller \(K_s\) and then define \(H_\infty\) controller as \(K = W_1K_sW_2\);

Since the feedback linearization algorithm turned the nonlinear system into a fully decoupled linear one given by (11), the system could be considered SISO during the \(H_\infty\) control design and the resulting controller could be expanded to the MIMO case at the end of the process.

### 4.1 Frequency barriers

Following the procedures described in (da Cruz, 1996), two barriers were defined: one at low frequency values to evaluate robust performance and one at high ones to evaluate robust stability.

The high frequency barrier regards model uncertainties. As done in (Stevens et al., 2015), assuming that the robot model is accurate to within 20% up to a frequency of \(\omega = 200\) rad/s then growing without bound at the rate of 20 dB/decade after that, this behavior could be modeled by:

\[
e_M(s) = \frac{s + 200}{1000}. \tag{12}\]

Thus, the robust stability barrier is approximately defined as:

\[
RSB(s) = \frac{1}{e_M(s)} = \frac{1000}{s + 200}. \tag{13}\]

The low frequency barrier regards reference tracking and disturbance rejection. Supposing a maximum 10% reference tracking error up to \(\omega = 80\) rad/s and a maximum 15% disturbance rejection error up to \(\omega = 100\) rad/s, the low frequency barrier that combines the most strict requirements coming from these two control objectives could be modeled by:

\[
p(s) = \frac{1}{\alpha_p}\frac{1}{\frac{s}{\omega_p} + 1} = \frac{1000}{s + 100}. \tag{14}\]

with \(\alpha_p = \min(0.1, 0.15)\) and \(\omega_p = \max(80, 100)\), resulting in a robust performance barrier approximately defined as:

\[
RPB(s) = \frac{p(s)}{1 - e_M(s)} = \frac{-1 \times 10^6}{(s - 800)(s + 100)}. \tag{15}\]

After all robustness barriers had been defined (Fig. 2), weight functions could be proposed.

As shown in Fig. 2, the robust performance barrier begins above the robust stability one, leading to an intersection between them. This means it’s impossible to find a controller capable of fitting the closed-loop singular values under the robust stability barrier and the open-loop singular values above the robust performance barrier at the same time. In theoretical words, it’s not possible to guarantee nominal performance for all plants considered within the model uncertainty, so the robust performance requirement could not be achieved by any controller.

### 4.2 Weight functions

Weight functions \(W_1(s)\) and \(W_2(s)\) work as pre and pos compensators for the nominal plant
The nominal system’s open loop model with the combination of the feedback linearization algorithm with the $H_\infty$ controller results in:

$$K(s) = \frac{47.40(s + 134.75)(s + 12.17)}{(s + 513.37)(s + 0.19)} \times I_3. \quad (18)$$

The reference signal is:

$$\frac{q(s)}{r(s)} = K(s) \frac{\lambda^2}{(s + \lambda)^2}. \quad (19)$$

### 4.4 Robustness analysis

Verifying robust stability means to check if the closed-loop system’s singular values are below the robust stability barrier, whereas assessing robust performance means to see if the open-loop system’s singular values are above the robust performance barrier (da Cruz, 1996). According to Fig. 4, just the robust stability criteria is satisfied due to the impossibility of satisfaction of the robust performance criteria, concluding that the controller $K(s)$ can only guarantee robust stability.

Also, as discussed in (Skogestad and Postlethwaite, 2007), given an $H_\infty$ controller $K(s)$ with stability margin $\gamma$, the open-loop system $KW_2 G W_1$ converges to the shaped plant $W_2 G W_1$ if and only if $\epsilon = 1/\gamma \geq 0.2$. The controller described in (18) resulted in a stability margin $\gamma = 2.1436$, thus $\epsilon = 0.4665 \geq 0.2$ which satisfies the convergence condition as can be seen in Fig. 4.

### 5 Results and Discussion

To support the theoretical results presented in Subsection 4.4, simulations with sinusoidal inputs
were performed in the MATLAB/Simulink environment. The model parameters are shown in Table 2. For the gravity, the standard value \( g = 9.8 \text{ m/s}^2 \) was adopted.

A feedback linearization (FL) control with \( \lambda = 100 \text{ rad/s} \) was also implemented for performance comparison. Its control law is defined by \( \tau = -2\lambda \dot{q} - \lambda^2(q - r) \) and follows (8), so that the nominal system open loop model considering only the feedback linearization control is given by:

\[
\frac{q(s)}{r(s)} = \frac{\lambda^2}{(s + \lambda)^2}. \tag{20}
\]

Feed forward terms were added in both control laws.

The first simulation considered the robot nominal parameters – that is, the exact values presented in Table 2 – and the results are shown in Fig. 5. Figs. 5(a) and 5(b) show that the \( H_\infty/\text{feedback linearization} \) combination and the FL technique only leaded almost to exact the same control signals with the exception of one component that the FL technique presented smaller values. In Fig. 5(c), the errors for a sinusoidal input are shown, concluding that the \( H_\infty/\text{feedback linearization} \) combination and the feedback linearization control provided equivalent results regarding the nominal model.

To perform the second simulation, 10 uncertain samples were considered for the robot model parameters from Table 2 within a 20% tolerance for the inertia parameters and a 5% tolerance for the link lengths, since the last ones could be precisely measured. The results are shown in Fig. 6. As in the nominal case simulation, in Figs. 6(a) and 6(b) the control signals of the \( H_\infty/\text{feedback linearization} \) combination and the FL technique only are very similar too, but now it was the \( H_\infty/\text{feedback linearization} \) combination that leaded to slightly smaller values. Fig. 6(c) show that, in the presence of remaining nonlinear dynamics, the \( H_\infty/\text{feedback linearization} \) combination led to almost a ten times better performance than only the feedback linearization control. This result was achieved due only to the \( H_\infty/\text{feedback linearization} \) robustness, since no significant increase in the control signal was observed – as a matter of fact, the \( H_\infty/\text{feedback linearization} \) combination control signals were slightly smaller than only the feedback linearization control ones.

### Table 2: Robot nominal parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_1 )</td>
<td>20 [kg]</td>
</tr>
<tr>
<td>( m_2 )</td>
<td>20 [kg]</td>
</tr>
<tr>
<td>( m_3 )</td>
<td>5 [kg]</td>
</tr>
<tr>
<td>( l_1 )</td>
<td>1 [m]</td>
</tr>
<tr>
<td>( l_2 )</td>
<td>1 [m]</td>
</tr>
<tr>
<td>( l_3 )</td>
<td>1 [m]</td>
</tr>
<tr>
<td>( l_{g1} )</td>
<td>0.75 [m]</td>
</tr>
<tr>
<td>( l_{g2} )</td>
<td>0.75 [m]</td>
</tr>
<tr>
<td>( l_{g3} )</td>
<td>0.5 [m]</td>
</tr>
<tr>
<td>( J_{x1} )</td>
<td>1.6667 [kg.m^2]</td>
</tr>
<tr>
<td>( J_{y1} )</td>
<td>1.6667 [kg.m^2]</td>
</tr>
<tr>
<td>( J_{z1} )</td>
<td>0 [kg.m^2]</td>
</tr>
<tr>
<td>( J_{x2} )</td>
<td>0 [kg.m^2]</td>
</tr>
<tr>
<td>( J_{y2} )</td>
<td>1.6667 [kg.m^2]</td>
</tr>
<tr>
<td>( J_{z2} )</td>
<td>1.6667 [kg.m^2]</td>
</tr>
<tr>
<td>( J_{x3} )</td>
<td>0 [kg.m^2]</td>
</tr>
<tr>
<td>( J_{y3} )</td>
<td>0.4167 [kg.m^2]</td>
</tr>
<tr>
<td>( J_{z3} )</td>
<td>0.4167 [kg.m^2]</td>
</tr>
</tbody>
</table>
Figure 5: Nominal model response for sinusoidal input.

Figure 6: Uncertain model response for sinusoidal input.

6 Conclusions

The simulations have shown that the combination of a feedback linearization algorithm and a linear robust $H_{\infty}$ controller is sufficiently robust to control a nonlinear uncertain model, which in this case of study was a 3-DOF RRR spatial mechanism. More than that, it has shown that this combination leads to better performance using basically the same energy in comparison to use only
the feedback linearization control technique, regarding uncertain models. Future work will apply this control configuration on more complex structures, such as parallel mechanisms.
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